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8. EPIDEMIOLOGY OF HUMAN HEALTH EFFECTS
ASSOCIATED WITH AMBIENT
PARTICULATE MATTER

81 INTRODUCTION

Epidemiologic studies linking community ambient PM concentrations to health effects
played an important role in the 1996 PM Air Quality Criteria Document (PM AQCD; U.S.
Environmental Protection Agency, 1996a). Many of those studies reported that measurable
excesses in pulmonary function decrements, respiratory symptoms, hospital and emergency
department admissions, and mortality in human populations are associated with ambient levels
of various indicators of PM exposure, including most notably PM ,, as well as other indicators of
fine-fraction particles (e.g., PM, ). Numerous more recent epidemiologic studies discussed in
this chapter have aso evaluated ambient PM relationships to morbidity and mortality, using
various PM indicators, with greater emphasis on PM,, . and other indicators of fine-fraction
particles and, to much less extent, PM,,,.. The more recent studies provide an expanded basis
for assessment of health effects associated with exposures to airborne PM at concentrations
currently encountered in the United States.

The epidemiology studies assessed here are best considered in combination with
information on ambient PM concentrations presented in Chapter 3, studies of human PM
exposure (Chapter 5), and PM dosimetry and toxicology (Chapters 6 and 7). The epidemiology
studies contribute important information on associ ations between health effects and exposures of
human populations to “real-world” ambient PM and also help to identify susceptible subgroups
and associated risk factors. Chapter 9 provides an interpretive synthesis of information drawn
from this and other chapters.

This chapter opens with brief discussion of approaches used for identifying, presenting,
and ng studies; general features of the different types of epidemiologic studies assessed
and key methodological issues that arise in analyzing and interpreting study results; and salient
aspects of epidemiological evidence that are considered in their critical assessment. Section 8.2
and 8.3 present and assess epidemiologic studies of PM effects on mortality and morbidity,

respectively. Section 8.4 then provides an interpretive assessment of the overall PM
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epidemiologic data base reviewed in Sections 8.2 and 8.3 in relation to various key issues and
aspects of the evidence. The overall key findings and conclusions for this chapter are then
summarized in Section 8.5.

8.1.1 Approachesfor Identifying, Presenting and Assessing Studies

Numerous PM epidemiologic papers have been published since completion of the 1996 PM
AQCD, and U.S. EPA (NCEA-RTP) has used a systematic approach to identifying pertinent
epidemiologic studies for consideration in this chapter. In general, an ongoing continuous
Medline search has been employed in conjunction with other strategies to identify PM literature
pertinent to developing criteriafor PM NAAQS. The literature search method is similar to those
used by others (e.g., Basu and Samet, 1999). A publication base was first established by using
Medline and other data bases and a set of key words (particles, air pollution, mortality,
morbidity, cause of death, PM, etc.) in asearch strategy which was later reexamined and
modified to enhance identification of pertinent published papers. Since literature searches
encounter not a static but a changing, growing stream of information, searches are not run just
for the most recent calendar quarter but are backdated in an attempt to capture references added
to that time period since the previous search was conducted. Papers were also added to the
publication base by EPA staff (@) through review of advance tables of contents of thirty journals
in which relevant papers are published and (b) by requesting scientists known to be active in the
field to identify papers recently accepted for publication.

While the above search regime builds a certain degree of redundancy into the system,
which ensures good coverage of the relevant literature and lessens the possibility of important
papers being missed, additional approaches have augmented traditional search methods. First, at
the beginning of the process, a Federal Register Notice was issued, requesting information and
published papers from the public at large. Next, non-EPA chapter authors are expert in this
field; and, while EPA provides them with the outcomes of searches, the authors are also charged
with identifying the literature on their own. Finaly, akeystonein the literature identification
processisthat, at several review stages in the process, both the public and CASAC offer
comments which may identify additional potentially relevant publications; and the combination
of these approachesis believed to produce a comprehensive collection of pertinent studies

appropriate for review and assessment here. This collection of studiesincludes pertinent new
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studies accepted for publication through April, 2002, as well as some published since then (if
such recent new papers provide particularly important information helpful in addressing key
scientific issues).

Those epidemiologic studies that relate measures of ambient air PM to human health
outcomes are assessed in this chapter, whereas studies of (typically much higher) occupational
exposures are generally not considered here. Criteria used for selecting literature for the present
assessment include mainly whether a given study includes information on: (1) ambient PM
indices (e.g., PM,, PM, ¢, PM -, €tC.) of short- and long-term exposures as a key el ement;

(2) analyses of health effects of specific PM chemical or physical constituents (e.g., metals,
sulfates, nitrates or ultrafine particles, etc.) or indicators related to PM sources (e.g., motor
vehicle emissions, combustion-related particles, crusted particles); (3) evaluation of health
endpoints and populations not previously extensively researched; (4) multiple pollutant analyses
and other approaches to addressing issues related to potential confounding of effects and effects
modification; and/or (5)studies addressing important methodological issues (e.g., lag structure
model specification, thresholds, mortality displacement) related to long-term PM exposure
effects.

In presenting the evidence, the authors first concisely highlight key points derived from the
1996 PM AQCD assessment of the available information. Then, key new information is
presented in succinct text summary tables for important new studies that have become available
since the 1996 PM AQCD. More detailed information on various methods and results for these
and other newly available studies is summarized in tabular form in Appendices 8A and 8B.
These appendix tables are generally organized to include: information about (1) study location
and ambient PM levels; (2) description of study methods employed; (3) results and comments;
and (4) quantitative outcomes for PM measures. In the main body of the chapter, greater
emphasisis placed on integrating and interpreting findings from the array of evidence provided
by the more important newer studies than on detailed evaluation of each of the numerous newly
available studies. In presenting quantitative effects estimates in tables in the chapter and
appendices, study results were normalized to standard PM increments, as was done in the 1996
PM AQCD. In selecting PM increments for use in this review, more recent air quality data were
considered, resulting in no changes to the increments previously used for short-term exposure
studies, but smaller increments than those used in the 1996 PM AQCD for long-term exposure
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studies. More specifically, the pollutant concentration increments used here to report relative
risks (RR’s) or odds ratios for various health effects are as follow for short term (< 24 h)
exposure studies: 50 pg/m? for PM,,; 25 pg/m? for PM, s and PM ,, ; 155 nmoles/m? (15 pg/m?
for SO, and 75 nmoles/m3 (3.6 pg/m?, if asH,S0,) for H*. For long-term exposure studies,
the increments used here are 20 ug/m? for PM,, and 10 pg/m?® for PM, s and PM , ..

Particular emphasisis focused in the text on those studies and analyses thought to provide
information most directly applicable for U.S. standard setting purposes. Specifically, North
American studies conducted in the U.S. or Canada are generally accorded more text discussion
than those from other geographic regions; and analyses using gravimetric (mass) measurements
are generally accorded more text attention than those using non-gravimetric ambient PM
measures, e.g., black smoke (BS) or coefficient of haze (CoH). In addition, emphasisis placed
on text discussion of (&) new multi-city studies that employ standardized methodol ogical
analyses for evaluating PM effects across several or numerous cities and often provide overall
effects estimates based on combined analyses of information pooled across multiple cities,

(b) other studies providing quantitative PM effect-size estimates for populations of interest; and
(c) studies that consider PM as a component of a complex mixture of air pollutants, including in
particular the gaseous criteria pollutants (O, CO, NO,, SO,).

In assessing the relative scientific quality of epidemiologic studies reviewed here and to
assist in interpreting their findings, the following types of questions were considered, as was
donein the 1996 PM AQCD:

(1) Wasthe quality of the aerometric data used sufficient to allow for meaningful
characterization of geographic or temporal differencesin study population pollutant
exposures in the range(s) of pollutant concentrations evaluated?

(2) Werethe study populations well defined and adequately selected so asto allow for
meaningful comparisons between study groups or meaningful temporal analyses of health
effects results?

(3) Were the health endpoint measurements meaningful and reliable, including clear
definition of diagnostic criteria utilized and consistency in obtaining dependent variable

measurements?
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(4) Werethe statistical analyses used appropriate and properly performed and interpreted,
including accurate data handling and transfer during analyses?

(5) Werelikely important confounding or covarying factors adequately controlled for or

taken into account in the study design and statistical analyses?

(6) Werethe reported findingsinternally consistent, biologically plausible, and coherent in

terms of consistency with other known facts?

These guidelines provide benchmarks for judging the relative quality of various studies and
for focusing on the highest quality studies in assessing the body of epidemiologic evidence.
Detailed critical analysis of al epidemiologic studies on PM health effects, especialy in relation
to all of the above questions, is beyond the scope of this document. Of most importance for
present purposes are those studies which provide useful qualitative or quantitative information
on exposure-effect or exposure-response relationships for health effects associated with ambient
air levels of PM currently likely to be encountered in the United States.

8.1.2 Typesof Epidemiologic Studies Reviewed

Definitions of various types of epidemiologic studies assessed here were provided in the
1996 PM AQCD (U.S. Environmental Protection Agency, 1996a) and are briefly summarized
here. Briefly, the epidemiologic studies are divided into mortality studies and morbidity studies.
Mortality studies evaluating PM effects on total (non-accidental) mortality and cause-specific
mortality provide the most unambiguous evidence related to a clearly adverse endpoint. The
mor bidity studies further evaluate PM effects on awide range of health endpoints, such as:
cardiovascular and respiratory-related hospital admissions, medical visits, reports of respiratory
symptoms, self-medication in asthmatics, changes in pulmonary function; changesin
cardiovascular physiology/functions, and blood coagulation; low birthweight infants, etc.

The epidemiologic strategies most commonly used in PM health studies are of four types:
(1) ecologic studies; (2) time-series semi-ecologic studies; (3) prospective cohort and
longitudinal panel studies; and (4) case-control and crossover studies. In addition, time-series
analyses or other analytic approaches have been used in so-called intervention studies or * natural
experiments.” All of these are observational studies rather than experimental studies.

In general, the exposure of the participant is not directly observed; and the concentration of
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airborne particles and other air pollutants at one or more stationary air monitorsis used as a
proxy for individual exposure to ambient air pollution.

In ecologic studies, the responses are at acommunity level (for example, annual mortality
rates), as are the exposure indices (for example, annual average PM concentrations) and
covariates (for example, the percentage of the population greater than 65 years of age).

No individual dataare used in the analysis; therefore, the relationship between health effect and
exposure calculated across different communities may not reflect individual-level associations
between health outcome and exposure. The use of proxy measures for individual exposure and
covariates or effect modifiers may also bias the results, and within-city or within-unit
confounding may be overlooked.

Time-series studies are more informative because they allow the study of associations
between changes in a health outcome and changes in exposure indicators preceding or
simultaneous with the outcome. The temporal relationship supports a conclusion of a causal
relation, even when both the outcome (for example, the number of non-accidental deathsin a
city during aday) and the exposure (for example, daily air pollution concentration) are
community indices.

Prospective cohort (or panel) studies use data from individuals, including health status
(where available), individual exposure (not usually available), and individual covariates or risk
factors, observed over time. The participants in a prospective cohort study are ideally recruited
(using asimple or stratified random sample) so as to represent atarget population for which
individual or community exposure of the participants is known before and during the interval up
to the time the health endpoint occurs. The use of individual-level datais believed to give
prospective cohort studies greater inferential strength than other epidemiologic strategies. The
use of community-level or estimated exposure data, if necessary, may weaken this advantage, as
it doesin time-series studies.

Case-control studies are retrospective studies in that exposure is determined after the
health endpoint occurs (as is common in occupational health studies). As Rothman and
Greenland (1998) describe it, “ Case-control studies are best understood by defining a source
population, which represents a hypothetical study population in which a cohort study might have
been conducted . . . In a case-control study, the cases are identified and their exposure statusis
determined just asin acohort study . . . [and] a control group of study subjectsis sampled from
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the entire source population that gives rise to the cases. . . the cardinal requirement of control
selection is that the controls must be sampled independently of their exposure status.”

The case-crossover design is suited to the study of atransient effect of an intermittent
exposure on the subsequent risk of an acute-onset health effect thought to occur short after
exposure. Inthe origina development of the method, effect estimates were based on within-
subject comparisons of exposures associated with incident disease events with exposures at
times before the occurrence of disease, using matched case-control methods or methods for
stratified follow-up studies with spare data within each stratum. The principle of the analysisis
that the exposures of cases just before the event are compared with the distribution of exposure
estimated from some separate time period, the former being assumed to be representative of the
distribution of exposures for those individuals while they were at risk for the outcome of interest.

When measurements of exposure or potential effect modifiers are available on an
individual level, it is possible to incorporate this information into a case-crossover study (unlike
atime-series analysis). A disadvantage of the case-crossover design, however, is the potential
for bias due to time trends in the exposure time-series. Because case-Crossover comparisons are
made between different pointsin time, the case-crossover analysisimplicitly depends on an
assumption that the exposure distribution is stable over time (stationary). If the exposure time-
series is non-stationary and case exposures are compared with referent exposures systematically
selected from a different period in time, a bias may be introduced into estimates of the measure
of association for the exposure and disease. These biases are particularly important when
examining the small associations that appear to exist between PM and health outcomes.

Intervention studies (often involving features of time-series or other above types of
analyses) provide a particularly powerful additional approach for evaluating possible causal
relationships between ambient air pollution variables (e.g., PM) and health effects in human
populations. In such studies, the effects of active interventions that result in reductions of one or
another or several air pollutants (constituting essentially a“found experiment”) are evaluated in
relation to changes in mortality or morbidity outcomes among population groups affected by the
reduction in air pollution exposure. To date, only afew epidemiological studies have evaluated
the consequences of interventions that allow for comparison of PM-health outcome associations
before and after certain relatively discrete events resulting in notable changes in ambient PM
concentrations. Given that etiology of health outcomes related to PM or other air pollutants are
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typically also affected by other risk factors, it isimportant in intervention studies not only to
measure air pollution exposure and health status before and after air pollution reductions but also
to identify and evaluate potential effects of other risk factors before and after the air pollution
reductions. The proposition that intervention studies can provide strong support for causal
inferences was emphasized by Hill (1965), as discussed further in Section 8.1.4. In hisclassic
monograph (The Environment and Disease: Association or Causation?), Hill (1965) addressed

the topic of preventive action and its consequences under Aspect 8, stating:

“Experiment: Occasionally it is possible to appeal to experimental, or semi-experimental,
evidence. For example, because of an observed association some preventive action is taken.
Doesit in fact prevent? The dust in the workshop is reduced, lubricating oils are changed,
persons stop smoking cigarettes. |Isthe frequency of the associated events affected? Herethe

strongest support for the causation hypothesis may be revealed.”

8.1.3 Overview of Key Methodological |ssues

There are anumber of methodological issues that arise in analyzing and interpreting
epidemiologic studies that are fully discussed in Section 8.4 below. The following brief
overview of two such key issuesisintended to orient the reader to these issues so as to provide
context for the presentation and assessment of the epidemiologic studies on mortality and
morbidity effectsin Sections 8.2 and 8.3.

8.1.3.1 IssuesRelated to Use of General Additive Models (GAM) in PM Epidemiology

In the spring of 2002, the original investigators of akey newly available multi-city study
(the National Mortality and Morbidity Air Pollution Study; NMMAPS) cosponsored by the
Health Effects Institute (HEI) reported that use of the default convergence criteria setting used in
the GAM routine of certain widely-used statistical software (Splus) could result in biased
estimates of air pollution effects when at least two non-parametric smoothers are included in the
model (Health Effects Institute letter, May 2002). The NMMAPS investigators also reported
(Dominici et al., 2002), as determined through simulation, that such bias was larger when the
Size of risk estimate was smaller and when the correlation between the PM and the covariates
(i.e., smooth terms for temporal trend and weather) was higher. While the NMMAPS
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investigators reported that reanalysis of the 90 cities air pollution-mortality data (using stringent
convergence criteria) did not qualitatively change their original findings (i.e., the positive
association between PM,, and mortality; lack of confounding by gaseous pollutants; regional
heterogeneity of PM, etc.), the reduction in the PM,, risk estimate was apparently not negligible
(dropping, upon reanalysis, from 2.1% to 1.4% excess deaths per 50 pg/m? increase in PM,,).

| ssues surrounding potential biasin PM risk estimates from time-series studies using GAM
analyses and default convergence criteriawere raised by EPA and discussed in July 2002 at the
CASAC review of the Third External Review Draft of thisPM AQCD. In keeping with afollow
up consultation with CASAC in August 2002, EPA encouraged investigators for a number of
important published studies to reanalyze their data by using GAM with more stringent
convergence criteria, aswell as by using Generalized Linear Model (GLM) analyses with
parametric smoothers that approximated the original GAM model. EPA, working closely with
HEI, also arranged for (@) the resulting reanalyses first to be discussed at an EPA-sponsored
Workshop on GAM-Related Statistical Issuesin PM Epidemiology held in November 2002;
(b) then for any revamping of the preliminary analysesin light of the workshop discussions,
before (c) submittal by the investigators of short communications describing the reanalyses
approaches and results to EPA and HEI for peer-review by a special panel assembled by HEI;
and (d) the publication of the short communications on the reanalyses, along with commentary
by the HEI peer-review panel, in an HEI Special Report (2003a). Some of the short-
communications included in the HEI Special Report (2003a) included discussion of reanalyses
of data from more than one original publication because the same data were used to examine
different issues of PM-mortality associations (e.g., concentration/response function, harvesting,
etc.). Intotal, reanalyses were reported for more than 35 originally published studies.

8.1.3.2 Confounding and Effect Modification

A pervasive problem in the analysis of epidemiologic data, no matter what design or
strategy, is the unique attribution of a given health outcome to anominal causal agent (e.g., to
airborne particlesin this document). The health outcomes attributed to particles are not specific;
and, as such, they may also be attributable to high or low temperatures, influenza and other
diseases, and/or exposure to other air pollutants. Some of these co-variables may be
confounders and others effect modifiers. The distinctions are important.
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Confoundingis* . .. aconfusion of effects. Specifically, the apparent effect of the
exposure of interest is distorted because the effect of an extraneous factor is mistaken for or
mixed with the actual exposure effect (which may be null)” (Rothman and Greenland, 1998,
p. 120).

Causal events occur prior to someinitial bodily response. A causal association may
usually be defined as an association in which alteration in the frequency or quality of one
category (e.g., level of PM in ambient air) is followed by a change in the other (e.g, increased
mortality). The concept of the chain mechanism is that many variables may be related to a
single effect through a direct-indirect mechanism. In fact, events are not dependent on single
causes. A given chain of causation may represent only afraction of aweb (MacMahon and
Pugh, 1970). A causal pathway refers to the network of relationships among factorsin one or
more causal chainsin which the members of the population are exposed to causal agents that
produce the observed health effect. The primary cause may be mediated by secondary causes
(possibly proximal to exposure) and may have either a direct effect on exposure or an indirect
effect through the secondary causes, or both, asillustrated below. A non-causal pathway may
involve factors not actually associated or correlated with population exposure to the pollutant of
interest, but are coincidentally (spuriously) also associated with health outcome.

The determination of whether a potential confounder is an actual confounder may be
elucidated from biological or physical knowledge about its exposure and health effects. Patterns
of association in epidemiology may be helpful in suggesting where to look for this knowledge,
but do not replaceit. Gaseous criteria pollutants (CO, NO,, SO,, O;) are candidates for
confounders because all of these have at |east some adverse health effects al so associated with
particles (CO more often being associated with cardiovascular effects and the others with
respiratory effects, including symptoms and hospital admissions). In addition, the gaseous
criteria pollutants may be associated with particles for several reasons, including common
sources and correlated changes in response to wind and weather. Lastly, SO, and NO, may be
precursors to sulfate and nitrate components of ambient particle mixes, while NO, contributes
also to the formation of organic aerosols during photochemical transformations.

The problem of disentangling the effects of other pollutants is especially difficult when
high correlation exists between ambient PM measurements and one or more of them.

For example, both CO and particles are emitted from motor vehicles. These and other fossil fuel
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combustion sources also often emit SO, and/or NO, which converts to NO, upon emission.

SO, and NO,, in turn, are precursors to sulfates and nitrates as two widely common contributors
to secondary ambient PM aerosol components. Ozone (O,) also contributes to ambient PM via
(a) hydroxy! radicals which oxidize SO, to H,SO, and NO, to HNO, and (b) participation in
chemical reactions underlying the formation of ultrafine particles from naturally occurring
terpenes, isoprene, and other hydrocarbons. A common source, such as combustion of gasoline
in motor vehicles emitting CO, NO,, and primary particles (and often resulting in high
correlations), may play an important role in confounding among these pollutants, as do weather
and seasonal effects. Even though O, is a secondary pollutant also associated with emission of
NO,, it is often more variably correlated with ambient PM concentrations, depending on
location, season, etc. Levelsof SO, in the western U.S. are often quite low, so that secondary
formation of particle sulfates plays a much smaller role there, resulting in usually relatively little
confounding of SO, with PM mass concentration in the West. On the other hand, in the
industrial Midwest and northeastern states, SO, and sulfate levels during many of the
epidemiology studies were relatively high and highly correlated with fine particle mass
concentrations. If the correlation between PM and SO, is not too high, it may be possible to
estimate some part of their independent effects, which depend on the assumption of
independence under the particular model analyzed. If thereisacausal pathway, then it may be
difficult to determine whether the observed relationship of exposure to health effect isadirect
effect of the exposure (to sulfate or fine PM as an example), an indirect effect mediated by the
potential confounder (e.g., exposure to SO,), or a mixture of these. Consideration of additional
(e.0., exposure, dosimetric, toxicologic) information beyond narrow reliance on observed
correlations among the PM measure(s), other pollutants, and health outcome indicatorsis often
useful in helping to elucidate the plausibility of PM or other pollutants being causally related to
statistically-associated health effects.

Some variables fall into the category of effect modifiers. *Effect-measure modification
differs from confounding in several ways. The main differenceis that, whereas confoundingisa
bias that the investigator hopes to prevent or remove from the effect estimate, effect-measure
modification is a property of the effect under study . . . In epidemiologic analysis onetriesto
eliminate confounding but one tries to detect and estimate effect-measure modification”
(Rothman and Greenland, 1998, p. 254). Examples of effect modifiersin some of the studies
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evaluated in this chapter include environmental variables (such as temperature or humidity in

time-series studies), individual risk factors (such as education, cigarette smoking status, agein a

prospective cohort study), and community factors (such as percent of population > 65 years old).

It is often possible to stratify the relationship between health outcome and exposure by one or

more of these risk factor variables. Effect modifiers may be encountered (a) within single-city

time-series studies or (b) across cities in atwo-stage hierarchical model or meta-analysis.

Potential confounding is usually much more difficult to identify; and several statistical

methods are available, none of them being completely satisfactory. The usual methods include

the following:

Within a city:

(A)

(B)

Fit both a single-pollutant model and then several multi-pollutant models, and
determine if including the co-pollutants greatly changes the estimated effect and
inflates its estimated standard error;

If the PM index and its co-pollutants are nearly multi-collinear, carry out afactor
analysis, and determine which gaseous pollutants are most closely associated with

PM in one or more common factors;

Using data from several cities:

(©

(D)

(E)

Proceed asin Method A and pool the effect size estimates across cities for single-
and multi-pollutant models;

Carry out a hierarchical regression of the PM effects versus the mean co-pollutant

concentration and determine if there is arelationship; and

First carry out aregression of PM versus the co-pollutant concentration within each
city and the regression coefficient of PM versus health effect for each city. Then fit
a second-stage model regressing the PM-health effect coefficient versus the
PM-co-pollutant coefficient, concluding that the co-pollutant is a confounder if there

is an association at the second stage.

Each of the above methods (A through E) are subject to one or more disadvantages. The

multi-pollutant regression coefficients in method A, for example, may be unstable and have

greatly inflated standard errors, weakening their interpretation. In method B, the factors may be

sensitive to the choice of co-pollutants and the analysis method, and may be difficult to relate to
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real-world entities. In method C, as with any meta-analysis, it is necessary to consider the
heterogeneity of the within-city effects before pooling them. Some large multi-city studies have
reveal ed unexpected heterogeneity, not fully explained at present. While method D is sometimes
interpreted as showing confounding if the regression coefficient is non-zero, thisis an argument
for effect modification, not confounding. Method E is sensitive to the assumptions being made;
for instance, if PM isthe primary cause and the co-pollutant the secondary cause, then the two-
stage approach may be valid. However, if the model is mis-specified and there are two or more
secondary causes, some of which may not be identified, then the method may give misleading
results.

Given the wide array of considerations and possibilities discussed above, it is extremely
important to recognize that there is no single “ correct” approach to modeling ambient PM-health
effects associations that will thereby provide the “right” answer with regard to precise
guantification of PM effect sizes for different health outcomes. Rather, it is clear that emphasis
needs to be placed here on (a) looking for convergence of evidence derived from various
acceptable analyses of PM effects on a particular type of health endpoint (e.g., total mortality,
respiratory hospital admissions, etc.); (b) according more weight to those well-conducted
analyses having greater power to detect effects and yielding narrower confidence intervals, and
(c) evaluating the coherence of findings across pertinent health endpoints and effect sizes for
different health outcomes.

The issue of what PM effect sizes should be the main focus of presentation and discussion
in ensuing text —i.e., those derived from single-pollutant models including only PM or effect
sizes derived from multi-pollutant models that include one or more other copollutants along with
the PM indicator(s) —is an important one. Again, there is not necessarily any single “ correct”
answer on thispoint. Implicit in arguments asserting that multi-pollutant model results must be
reported and accorded equal or more weight than single-pollutant model PM resultsis
afunctional construct that has generally been used in epidemiologic modeling of health effects
of air pollution, afunctional construct that considers the various air pollutants mainly
independently of one another in terms of their health effects, which may not necessarily be the
case. This may be causing either over- or under-estimation of PM health effects, depending on
the modeling choices made by the investigator and the study situation. For example, ozone and
PM, ¢ can share some similar oxidative formation and effect pathways in exerting adverse health
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effects on the lung, yet are often modeled as independent pollutants or are placed in models
simultaneously, even though they may sometimes have high correlations over space and time
and in their health effects on the human body. Another complication is that other pollutants can
be derived from like sources and may serve less as a measure of direct effects than as a marker
of pollution from a specific source. Asan example noted earlier, SO, and PM, ; are often
predominantly derived from the same sourcesin alocale (e.g., coa-fired power plantsin the
mid-western U.S.), so that putting these two pollutantsin amodel simultaneously may cause a
diminution of the PM,, - coefficient that may be misleading.

One approach that has been taken isto look at pollutant interactions (either multiplicative
or additive, depending on the model assumed), but until we understand (and appropriately
model) the biological mechanisms, such models are assumptions on the part of the researcher.
Present modeling practices represent the best methods now available and provide useful
assessments of PM health effects. However, ultimately, more biological-plausibility based
models are needed that more accurately model pollutant interactions and allow more
biologically-based interpretations of modeling results.

Until more is known about multiple pollutant interactions, it isimportant to avoid over-
interpreting model results regarding the relative sizes and significance of specific pollutant
effects, but instead to use biological plausibility in interpreting model results. For example, as
discussed later, Krewski et al (2000) found significant associations for both PM and SO, in their
reanaysis for the Health Effects Institute of the ACS data set published by Pope et al. (1995).
Regarding these pollutant associations, they concluded that: “The absence of a plausible
toxicological mechanism by which sulfur dioxide could lead to increased mortality further
suggests that it might be acting as a marker for other mortality-associated pollutants.” (Note:
Annua mean SO, averaged < 10 ppb across ca. 125 citiesin the ACS data set.) Rather than
letting statistical significance be the sole determinant of the “most important” pollutant, the
authors utilized biological plausibility to conclude which association was most likely driving the
pollution-health effects association in question. Such biological plausibility/mechanistic
considerations need to be taken into account more broadly in the future in modeling and
assessing possible pollutant interactions in contributing to health effects attributed to PM. In the

meantime, the results from single-pollutant models of PM effects are emphasized here, as being
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those most likely reflecting overall effects exerted by ambient PM either acting alone and/or in

combination with other ambient air pollutants.

8.1.4 Approach to Assessing Epidemiologic Evidence

The critical assessment of epidemiologic evidence presented in this chapter is conceptually
based upon consideration of salient aspects of the evidence of associations so asto reach
fundamental judgments as to the likely causal significance of the observed associations. 1n so
doing, it is appropriate to draw from those aspectsinitially presented in Hill’ s classic monograph
(Hill, 1965) and widely used by the scientific community in conducting such evidence-based
reviews. A number of these aspects are judged to be particularly salient in evaluating the body
of evidence availablein this review, including the aspects described by Hill as strength,
experiment, consistency, plausibility, and coherence. Other aspectsidentified by Hill, including
temporality and biological gradient, are also relevant and considered here (e.g., in characterizing
lag structures and concentration-response relationships), but are more directly addressed in the
design and analyses of the individual epidemiologic studies included in this assessment.

(As noted below, Hill’s remaining aspects of specificity and analogy are not considered to be
particularly salient in this assessment.) As discussed below, these salient aspects are inter-
related and considered throughout the evaluation of the epidemiol ogic evidence presented in this
chapter, and are more generally reflected in the integrative synthesis presented in Chapter 9.

In the following sections, the general evaluation of the strength of the epidemiological
evidence reflects consideration not only of the magnitude of reported PM effects estimates and
their statistical significance, but also of the precision of the effects estimates and the robustness
of the effects associations. Consideration of the robustness of the associations takes into account
anumber of factors, including in particular the impact of alternative models and model
specifications and potential confounding by co-pollutants, as well issuesrelated to the
consequences of measurement error. Another aspect that is related to the strength of the
evidence in this assessment is the availability of evidence from “found experiments’, or
so-called intervention studies, which have the potential to provide particularly strong support for
making causal inferences.

Consideration of the consistency of the effects associations as discussed in the following

sections involves looking across the results of multi- and single-city studies conducted by
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different investigators in different places and times. In this assessment of ambient PM
associations, it isimportant to consider the aspect of consistency in the context of understanding
that ambient PM in different locations and at different times originates from different sources,
such that its composition and physical characteristics can vary appreciably across studies using
the same indicator for size-differentiated PM mass. Other relevant factors are also known to
exhibit agreat deal of variation across studies, including, for example, the presence and levels of
co-pollutants, the relationships between central measures of PM and exposure-rel ated factors,
relevant demographic factors related to sensitive subpopulations, and climate and meteorological
conditions. Thus, in this case, consideration of consistency, and the related issue of
heterogeneity of effects, is appropriately understood as an evaluation of the similarity or general
concordance of results, rather than an expectation of finding quantitative results within a
relatively narrow range. Particular weight is given in this assessment, consistent with Hill’s
views, to the presence of “similar results reached in quite different ways, e.g., prospectively and
retrospectively” (Hill, 1965). On the other hand, in light of these complexitiesin the chemical
and physical properties of the mix of ambient PM, and its spatial and temporal variations, Hill’s
aspects of specificity of effects and analogy are not considered to be particularly salient in this
review.

Looking beyond just the epidemiological evidence, consideration of the biological
plausibility of the PM-effects associations observed in epidemiologic studies reflects
consideration of both exposure-related factors and dosimetry and toxicol ogic evidence relevant
to the identification of potential biological mechanisms. Similarly, consideration of the
coherence of effects associations reported in the epidemiologic literature reflects broad
consideration of information related to the nature of the various respiratory- and cardiac-rel ated
mortality and morbidity effects and biological markers evaluated in toxicologic and
epidemiologic studies. These broader aspects of the assessment are addressed in this chapter and
integrated into the discussion presented in Chapter 9.

In identifying these aspects as being particularly salient in this assessment, it isalso
important to recognize that no one aspect is either necessary or sufficient for drawing inferences
of causality. AsHill (1965) emphasized:

None of my nine viewpoints can bring indisputable evidence for or against the cause-and-

effect hypothesis and none can be required as a sine quanon. What they can do, with greater
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or less strength, isto help us to make up our minds on the fundamental question — isthere
any other way of explaining the set of facts before us, is there any other answer equally, or

more, likely than cause and effect?

Thus, while these aspects frame considerations weighed in assessing the epidemiologic evidence,
they do not lend themselves to being considered in terms of simple formulas or hard-and-fast
rules of evidence leading to answers about causality (Hill, 1965). One, for example, cannot
simply count up the numbers of studies reporting statistically significant results for the various
PM indicator and health endpoints evaluated in this assessment and reach conclusions about the
relative strength of the evidence and the likelihood of causality. Rather, these salient
considerations are discussed throughout this assessment with the goal of producing an objective
appraisal of the evidence, informed by peer and public comment and advice, including weighing
of alternative views on controversial issues, leading to conclusions and inferences that reflect the

best judgements of the scientists engaged in thisreview.

82 MORTALITY EFFECTSASSOCIATED WITH AIRBORNE
PARTICULATE MATTER EXPOSURE

8.2.1 Introduction

The relationship of PM and other air pollutants to excess mortality has been studied
extensively and represents an important issue addressed in previous PM criteria assessments
(U.S. Environmental Protection Agency, 1986, 1996a). Recent findings are evaluated here
mainly for the two most important epidemiology designs by which mortality is studied: time-
series mortality studies (Section 8.2.2) and prospective cohort studies (Section 8.2.3). Thetime-
series studies mostly assess acute responses to short-term PM exposure, although some recent
work suggests that time-series data sets can also be useful in evaluating responses to exposures
over alonger time scale. Time-series studies use community-level air pollution measurements to
index exposure and community-level response (i.e., the total number of deaths each day by age
and/or by cause of death). Prospective cohort studies usefully complement time-series studies;
they typically evaluate human health effects of long-term PM exposures indexed by community-
level measurements, using individual health records with survival lifetimes or hazard rates
adjusted for individual risk factors.
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8.2.2 Mortality Effectsof Short-Term Particulate Matter Exposure
8.2.2.1 Summary of 1996 Particulate Matter Criteria Document Findings and Key Issues

The time-series mortality studies reviewed in the 1996 and other past PM AQCD’s
provided much evidence that ambient PM air pollution is associated with increasesin daily
mortality. The 1996 PM AQCD assessed about 35 PM-mortality time-series studies published
between 1988 and 1996. Of these studies, only five studies used GAM with default convergence
criteria. Recent reanalyses (Schwartz, 2003a; Klemm and Mason, 2003) using GAM with
stringent convergence criteria and other non-GAM approaches for one of these five studies, i.e.,
the Harvard Six citiestime-series analysis (the only multi-city study among the five studies),
essentially confirmed the original findings. Thus, information provided in the 1996 PM AQCD
can be summarized without major concern with regard to the GAM convergence issue.
Information derived from those studies was generally consistent with the hypothesis that PM isa
causal agent in contributing to short-term air pollution exposure effects on mortality.

The PM, relative risk estimates derived from short-term PM ,, exposure studies reviewed
in the 1996 PM AQCD suggested that an increase of 50 ug/m? in the 24-h average of PM,, is
most clearly associated with an increased risk of premature total non-accidental mortality (total
deaths minus those from accident/injury) on the order of relativerisk (RR) = 1.025 to 1.05 in the
general population or, in other words, 2.5 to 5.0% excess deaths per 50 ug/m?® PM,, increase.
Higher relative risks were indicated for the elderly and for those with pre-existing
cardiopulmonary conditions. Also, based on the Schwartz et al. (1996a) analysis of Harvard Six
City data (aslater confirmed in the reanalysis by Schwartz [2003a] and Klemm and Mason
[2003]), the 1996 PM AQCD found the RR (combined across the six cities) for excess total
mortality in relation to 24-h fine particle concentrations to be about 3% excess risk per 25 pg/m?
PM, ¢ increment.

While numerous studies reported PM-mortality associations, important issues needed to be
addressed in interpreting their findings. The 1996 PM AQCD evaluated in considerable detail
several critical issues, including: (1) seasonal confounding and effect modification;

(2) confounding by weather; (3) confounding by co-pollutants; (4) measurement error;
(5) functional form and threshold; (6) harvesting and life shortening; and (7) the role of PM
components. Asimportant issues related to model specification became further clarified, more

studies began to address the most critical issues, some of which were at least partially resolved,
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whereas others required still further investigation. The next several paragraphs summarize the
status of these issues at the time of the 1996 PM AQCD publication.

One of the most important components in time-series model specification is adjustment for
seasonal cycles and other longer-term temporal trends. Residual over-dispersion and
autocorrelation result from inadequate control for these temporal trends, and not adequately
adjusting for them could result in biased RRs. Modern smoothing methods allow efficient fits of
temporal trends and reduce such statistical problems (it did introduce additional issues as
discussed in later sections). Most recent studies controlled for seasonal and other temporal
trends, and it was considered unlikely that inadequate control for such trends seriously biased
estimated PM coefficients. Effect modification by season was examined in several studies.
Season-specific analyses are often not feasible in small-sized studies (due to marginally
significant PM effect size), but some studies (e.g., Samet et al., 1996; Moolgavkar and L uebeck,
1996) suggested that estimated PM coefficients varied from season to season. It was not fully
resolved, however, whether these results represent real seasonal effect modifications or are due
to varying extent of correlation between PM and co-pollutants or weather variables by season.

While most available studies included control for weather variables, some reported
sensitivity of PM coefficients to weather model specification, |eading some investigators to
speculate that inadequate weather model specifications may still have erroneously ascribed
residual weather effectsto PM. Two PM studies (Samet et al., 1996; Pope and Kalkstein, 1996)
involved collaboration with a meteorologist and utilized more elaborate weather modeling, e.g.,
use of synoptic weather categories. These studies found that estimated PM effects were
essentially unaffected by the synoptic weather variables and also indicated that the synoptic
weather model did not provide better model fitsin predicting mortality when compared to other
weather model specifications used in previous PM-mortality studies. Thus, these results
suggested that the reported PM effects were not explained by more sophisticated synoptic
weather models. However, both of these studies used GAM, presumably with default
convergence criteria, and therefore need to be interpreted with caution, especially in light of their
not having been reanalyzed with more stringent GAM convergence criteria and/or by GLM or
other types of modeling specifications.

Many earlier PM studies considered at least one co-pollutant in the mortality regression,
and some also examined several co-pollutants. In most cases, when PM indices were significant
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in single pollutant models, addition of a co-pollutant diminished the PM effect size somewhat,
but did not eliminate the PM associations. When multiple pollutant models were performed by
season, the PM coefficients became less stable, again, possibly due to PM’s varying correlation
with co-pollutants among season and/or smaller sample sizes. However, in many studies, PM
indices showed the highest significance (versus gaseous co-pollutants) in single and multiple
pollutant models. Thus, it was concluded that PM-mortality associations were not seriously
distorted by co-pollutants, but interpretation of the relative significance of each pollutant in
mortality regression as relative causal strength was difficult because of limited quantitative
information on relative exposure measurement/characterization errors among air pollutants.

Measurement error can influence the size and significance of air pollution coefficientsin
time-series regression analyses and is also important in assessing confounding among multiple
pollutants, as varying the extent of such error among the pollutants could aso influence the
corresponding relative significance. The 1996 PM AQCD discussed severa types of such
exposure measurement or characterization errors, including site-to-site variability and site-to-
person variability — errors thought to bias the estimated PM coefficients downward in most
cases. However, there was not sufficient quantitative information available to estimate such
bias.

The 1996 PM AQCD also reviewed evidence for threshold and various other functional
forms of short-term PM mortality associations. Several studies indicated that associations were
seen monotonically below the existing PM standards. It was considered difficult, however, to
statistically identify athreshold from available data because of low data density at lower ambient
PM concentrations, potentia influence of measurement error, and adjustments for other
covariates. Thus, the use of relative risk (rate ratio) derived from the log-linear Poisson models
was considered adequate and appropriate.

The extent of prematurity of death (i.e., mortality displacement or “harvesting”) in
observed PM-mortality associations has important public-health-policy implications. At the
time of the1996 PM AQCD review, only afew studies had investigated thisissue. While one of
the studies suggested that the extent of such prematurity might be only afew days, this may not
be generalizable because this estimate was obtained for identifiable PM episodes. There was not
sufficient evidence to suggest the extent of prematurity for non-episodic periods from which
most of the recent PM relative risks were derived. The 1996 PM AQCD concluded:
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In summary, most available epidemiologic evidence suggests that increased mortality results
from both short-term and long-term ambient PM exposure. Limitations of available evidence
prevent quantification of years of life lost to such mortality in the population.

Life shortening, lag time, and latent period of PM-mediated mortality are almost certainly
distributed over long time periods, although these temporal distributions have not been
characterized. (p. 13-45)

Only alimited number of PM-mortality studies analyzed fine particles and chemically
specific components of PM. The Harvard Six Cities Study (Schwartz et a., 1996a) analyzed
size-fractionated PM (PM, 5, PM 45, and PM .= , ) and PM chemical components (sulfates and
H*). The results suggested that, among the components of PM, PM, . was most significantly
associated with mortality. Because the original study was conducted using GAM with default
convergence criteria, the data were recently reanalyzed by Schwartz (2003a), who reanalyzed
only PM, ¢ and by Klemm and Mason (2003), who analyzed PM, , PM 15, PM ;455 5, @d
sulfate. Although the excess risk estimates were somewhat lower than those in the original
study, Klemm and Mason’ s reanalysis confirmed the original findings with regard to the relative
importance of fine versus coarse particles. While H* was not significantly associated with
mortality in the original and an earlier analysis (Dockery et a., 1992), the smaller sample size
for H* than for other PM components made a direct comparison difficult. The 1996 PM AQCD
also noted that mortality associations with BS or CoH reported in earlier studies in Europe and
the U.S. during the 1950s to 1970s most likely reflected contributions from fine particles, as
those PM indices had low 50% cut-points (< 4.5 pm). Furthermore, certain respiratory
morbidity studies showed associations between hospital admissions/visits with components of
PM in the fine particlerange. Thus, the U.S. EPA 1996 PM AQCD concluded that there was
adequate evidence to suggest that fine particles play especially important rolesin observed PM
mortality effects.

Overall, then, the status of key issues as addressed in the 1996 PM AQCD can be
summarized as follows: (1) the observed PM effects are unlikely to be seriously biased by
inadequate statistical modeling (e.g., control for seasonality); (2) the observed PM effects are
unlikely to be seriously confounded by weather (at least by synoptic weather models); (3) the
observed PM effects may be to some extent confounded or modified by co-pollutants, and such

extent may vary from season to season; (4) determining the extent of confounding and effect
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modification by co-pollutants requires knowledge of relative exposure measurement
characterization error among pollutants (there was not sufficient information on this); (5) no
clear evidence for any threshold for PM-mortality associations was reported (statistically
identifying a threshold from existing data was also considered difficult, if not impossible); (6)
some limited evidence for harvesting, afew days of life-shortening, was reported for episodic
periods (no study was conducted to investigate harvesting in non-episodic U.S. data); (7) only a
relatively limited number of studies suggested a causal role of fine particlesin PM-mortality
associations, but in the light of historical data, biological plausibility, and the results from
morbidity studies, a greater role for fine particles than coarse particles was suggested in the 1996
PM AQCD asbeing likely. The AQCD concluded:

The evidence for PM-related effects from epidemiologic studiesisfairly strong, with most
studies showing increases in mortality, hospital admissions, respiratory symptoms, and
pulmonary function decrements associated with several PM indices. These epidemiologic
findings cannot be wholly attributed to inappropriate or incorrect statistical methods,
mis-specification of concentration-effect models, biasesin study design or implementation,
measurement of errorsin health endpoint, pollution exposure, weather, or other variables, nor
confounding of PM effects with effects of other factors. While the results of the
epidemiologic studies should be interpreted cautiously, they nonethel ess provide ample
reason to be concerned that there are detectable human health effects attributable to PM at
levels below the current NAAQS. (p. 13-92)

8.22.2 Newly Available Information on Short-Term Mortality Effects

Since the 1996 PM AQCD, numerous new studies have examined short-term associations
between PM indices and mortality. Of these studies (over 80 studies), nearly 70% used GAM
(presumably with default convergence criteria). In the summer of 2002, U.S. EPA asked the
original investigators of some of these studies to reanayze the data using GAM with more
stringent convergence criteria and GLM with parametric smoothers such as natural splines.
Because the extent of possible bias caused by the default criteria setting in the GAM modelsis
difficult to estimate for individual studies, the discussion here will focus only on those studies
that did not use GAM Poisson models and those studies that have reanalyzed data using more

stringent convergence criteria and/or alternative approaches. Newly available U.S. and Canadian
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studies on relationships between short-term PM exposure and daily mortality that meet these
criteriaare summarized in Table 8-1. More detailed summaries of all the short-term exposure
PM-mortality studies, including other geographic areas (e.g., Europe, Asia, etc) are described in
Appendix Table 8A-1. These include the studies that apparently used GAM with default
convergence criteria, and these studies are noted as such. Information on study location and
period, levels of PM, health outcomes, methods, results, and reported risk estimates and lagsis
provided in Table 8A-1. In addition to these summary tables, discussion in the text below
highlights findings from several multi-city studies (Section 8.2.3) and single-city studies
(Section 8.2.4). Discussion of implications of new study results for types of issuesidentified in
foregoing text ismainly deferred to Section 8.4.

The summary of studiesin Table 8-1 and 8A-1 (and in other tables) is not meant to imply
that all listed studies should be accorded equal weight in the overall interpretive assessment of
evidence regarding PM-associated health effects. In general, for those studies not clearly flawed
and having adequate control for confounding increasing scientific weight should be accorded to
in proportion to the precision of their estimate of a health effect. Small studies and studies with
an inadequate exposure gradient generally produce less precise estimates than large studies with
an adequate exposure gradient. Therefore, the range of exposures (e.g., as indicated by the IQR),
the size of the study as indexed by the total number of observations (e.g., days) and total number
of events (i.e., total deaths), and the inverse variance for the principal effect estimate are all
important indices useful in determining the likely precision of health effects estimates and in
according relative scientific weight to the findings of agiven study. Ascanbeseenin
Tables 8-1 and 8A-1, nearly all of the newly reported analyses with afew exceptions continue to
show statistically significant associations between short-term (24 h) PM exposures indexed by a
variety of ambient PM measurements and increases in daily mortality in numerous U.S. and
Canadian cities, aswell as elsewhere around the world. Also, the effects estimates from the
newly reported studies are generally consistent with those derived from the 1996 PM AQCD
assessment, the newly reported PM risk estimates generally falling within the range of ca. 1 to
8% increase in excess deaths per 50 ug/m® PM,, and ca. 2 to 6% increase per 25 pg/m*® PM,, ..
Severa newly available PM epidemiologic studies that conducted time-series analysesin

multiple cities are of particular interest, as discussed below. Multi-city studies, such asthe
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TABLE 8-1. RECENT U.S. AND CANADIAN TIME-SERIES STUDIES OF

PM-RELATED DAILY MORTALITY*

Reference Type**  Location(s)/period Pollutants Comments
Multi- City Mortality Studiesin the U.S. and Canada
PM,, studies using NMMAPS data
Samet et al. (20004, b, c); 88 citiesin the 48 contiguous U.S. PM,,, O, CO, Numerous models; range of PM,, values
Dominici et a. (20003, b); states plus AK and HI, 1987-1994; NO,, SO, depending on city, region, co- pollutants. Pooled
Samet (2000); mainly 20 largest. estimates for 88 cities, individual estimates for
Dominici et al. (2003) 20 largest with co- pollutant models.
Daniels et a. (2000); 20 cities in the 48 contiguous U.S. PM o only Smooth non- parametric spline model for
Dominici et a. (2003) states, 1987-1994 concentration- response functions. Average
response curve nearly linear.
Dominici et a. (2002) A 88 citiesin the 48 contiguous U.S. PM o only Smooth non-parametric spline models for PM,,
Dominici et al. (2003) states, 1987-1994 concentration-response functions. Average
response curves are nearly linear in the
industrial Midwest, Northeast regions, and
overall, but non-linear (usualy concave) in the
other regions. Possible thresholds in Southeast.
Sudies using every day PM,, data
Schwartz (2000a); A Ten U.S. cities: New Haven, CT; PM,, O,, CO, Pooled PM,, (0 and 1 day lag average) mortality
Schwartz (2003b) Pittsburgh, PA; Detroit, Ml; NO,, SO, estimates for the ten cities were presented.
Birmingham, AL; Canton, OH; Confounding and/or effect modification was
Chicago, IL; Minneapolis-St. Paul, examined for season, co-pollutants, in- versus
MN; Colorado Springs, CO; out-of-hospital deaths.
Spokane, WA; and Seattle, WA.
1986-1993.
Schwartz (2000b); A Sameten U.S. citiesasin PM,, only. Several pooled estimates across cities evaluated
Schwartz (2003b). (Schwartz, 2000a) for single day, moving average, and distributed

lags.




TABLE 8-1 (cont’d). RECENT U.S. AND CANADIAN TIME-SERIES STUDIES
OF PM-RELATED DAILY MORTALITY*
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Reference Type**  Location(s)/period Pollutants Comments
Multi- City Mortality Studiesin the U.S. and Canada (cont’ d)
Sudies using every day PM,, data (cont’d)
Braga et d. (2001); A Sameten U.S. citiesasin PM,, only. Pooled estimates across cities evaluated for
Schwartz (2003b) (Schwartz, 2000a) deaths due to pneumonia, COPD,
cardiovascular, and myocardial infarction using
distributed lags models.
Laden et a.. (2000); A Same six citiesasin Harvard Six Chemically speciated Different coefficientsin different cities,
Schwartz (2003a) city study, with Harvard air PM, . and factorsaligned  depending on source type, chemical indicators,
monitors and community daily with putative sourcesfor ~ and principal factor method. The motor vehicle
mortality time-series; Boston each city identified by combustion component was significant, other
(Watertown), MA, Harriman- specific chemical factors occasionally, but not the crustal element
Kingston, TN; Portage- Madison, elements as tracers. component.
WI; St. Louis, MO; Steubenville,
OH; Topeka, KS.
Klemm et a., (2000); A Same six citiesas (Laden et ., PM o, PM, ¢, PM o, Replicated Schwartz et al. (1996a) with
Klemm and Mason 2000), 1979-1988. sulfates additional sensitivity analyses.
(2003)
Tsai et a. (1999, 2000) B Camden, Elizabeth, and Newark, PM, s, PM g, sulfates, Significant effects of PM, s, PM,,, and sulfates
NJ, 1981-1983. trace elements. in Newark, Camden at most lags, but not
Elizabeth. Source-specific factors (oil burning,
automobiles) were al so associated with
mortality.
Clyde et a. (2000) B Phoenix, AZ, May, 1995- March, PM,c, PMg,5in PM .05 Significant in most of the 25 “best”
1998. Sesttle, WA, 1990- 1995. Phoenix. PM,,, PM,., models for Phoenix, PM, ¢ in @most none. PM, ¢
nephelometer, SO, in and PM, in some models for Seattle, nonein
Sezttle. the 5 best.
Burnett et a. (2000); A Eight Canadian cities: Montreal, PM o, PM, ¢, PM o5, The results of reanalysisindicate no clear

Burnett and Goldberg

(2003)

Ottawa, Toronto, Windsor, Cagary,

Edmonton, Winnipeg, Vancouver,
1986-1996.

sulfates, O,, CO, NO,,
SO,.

difference in association with mortality between
PM,sand PM 6.
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TABLE 8-1 (cont’d). RECENT U.S. AND CANADIAN TIME-SERIES STUDIES
OF PM-RELATED DAILY MORTALITY*

Reference

Type**

L ocation(s)/period

Pollutants

Comments

Single-City Mortality Studiesin the U.S. and Canada

Moolgavkar (2000a);
Moolgavkar (2003).

Ostro et al. (1999a, 2000);
Ostro et al. (2003)

Fairley (1999);
Fairley (2003)

Schwartz et al. (1999)

Lippmann et a. (2000);
Ito (2003)

Chock et al. (2000)

A

Threelarge U.S. counties (cities):
Cook Co., IL; Los Angeles Co.,
CA; Maricopa Co., (Phoenix), AZ,
1987-1995 in the original analysis.
In the reanalysis, Maricopa Co. was
not analyzed.

CoachellaValley (Palm Springs),
CA, 1989-1998.

Santa Clara County (San Jose), CA,
1989-1996.

Spokane, WA, 1989-1995.

Detroit, MI, 1985-1990; 1992-1994
(separate analysis for two periods).

Pittsburgh, PA, 1989-1991.

PM o in all three; PM, . in
LosAngeles. O,, CO,
NO,, and SO, in some
models. Inthe GAM
reanalysis, O, was not
analyzed.

PM,, in earlier study,
PM,sand PM, ,¢in later
study; O,, CO, NO.,.
Reanalysis reported PM
risk estimates only.

PM,o, PMys, PMygzs,
sulfates, nitrates, O,, CO,
NO.,.

PM,, only.

PM 101 PM 2.5 PM 10-2.51
sulfates, acidity, TSP, O,,
CO, NO,, SO,

PM 101 PM 2.5 PM 10-2.51 OS!
CO, NO,, SO,

Gaseous pollutants were at least as significantly

associated as PM indices. In particular, CO was
the best single index of air pollution association

with mortality in Los Angeles.

PM , (~65% of which was coarse particles) and
PM 0., 5 (Missing values predicted from PM ;)
were associated with cardiovascular mortality.
PM, . was available for shorter period.

All significant in one- pollutant models, nitrates
significant in al multi- pollutant models, PM, ¢
significant except with particle nitrates.

No association between mortality and high PM,,
concentrations on dust storm days with high
concentrations of crustal particles.

PM mass indices were more strongly associated
mortality than sulfate or acidity. The extent of
association with health outcomes was similar for
PM, . and PM .

Fine and coarse particle data on about 1/3 of
days with PM,,. Data split into ages< 75 and
75+, and seasons. Significant effectsfor PM
but not for other size fractions, likely because of
smaller sample size.
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TABLE 8-1 (cont’d). RECENT U.S. AND CANADIAN TIME-SERIES STUDIES
OF PM-RELATED DAILY MORTALITY*

Reference

Type**

L ocation(s)/period

Pollutants

Comments

Single-City Mortality Studiesin the U.S. and Canada (cont’ d)

Klemm and Mason (2000)

Schwartz (2000c);

Schwartz (2003a)

Lipfert et al. (2000a)

Levy (1998)

Mar et al. (2000);
Mar et a. (2003)

Clyde et al. (2000)

Smith et al. (2000)

Gamble (1998)

B

Atlanta, GA, 1998-1999 (one year).

Boston, MA, 1979-1986.

Philadel phia, PA- Camden, NJ
seven- county area, 1995-1997.

King County (Seattle), WA,
1990-1994.

Phoenix, AZ, near the EPA
platform monitor, 1995-1997.

Phoenix, AZ, 1995-1997.

Phoenix, AZ (within city and within
county), 1995-1997.

Dallas, TX, 1990-1994.

PM 101 PM 2.5 PM 10-2.51
oxygenated hydrocarbons
(HC), elemental carbon
(EC), organic carbon
(O0), sulfates, acidity

PM,

PM 101 PM 2.5 PM 10-2.51
sulfates, acidity, metals,
0,, CO, NO,, SO,

PM, (nephel ometer),
PM,,, CO, SO,

PM 101 PM 25 PM 10-2.51

PM, . metals, EC, OC,
0,, CO, NO,, SO,, and
source-apportioned factor
Scores.

PM,sand PM ;5

PM,s and PMy;,5

PM,,, O;, CO, NO,, SO,

No significant effects likely due to short time-
series (ca. one year).

Larger effects with longer-term PM, ; and
mortality moving averages (span 15 to 60 days)
for total and cause-specific mortality.

Exploration of mortality in different areas
relative to air monitor location. Peak O, very
significant, greatly reduced PM coefficients.

PM, associated only with out- of- hospital
ischemic heart disease deaths; total mortality
with neither PM,, nor PM

Only cardiovascular mortality was reanalyzed; it
was significantly

associated with PM,,, PM, 5, PM o, 5, EC, OC,
factors associated with motor vehicle,
vegetative-burning, and regional sulfate.

Effect on elderly mortality consistently higher
for PM,,, s among 25 “best” models. Estimates
combined using Bayesian model averaging.

Significant linear relationship with PM g, &,

not PM,, . Piecewise linear models with possible
PM 4., 5 threshold for elderly mortality 20-

25 pg/m?.

0,, CO, NO, significantly associated with
mortality, PM,, and NO, not associated
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TABLE 8-1 (cont’d). RECENT U.S. AND CANADIAN TIME-SERIES STUDIES
OF PM-RELATED DAILY MORTALITY*

Reference

Type**

L ocation(s)/period

Pollutants

Comments

Single-City Mortality Studiesin the U.S. and Canada (cont’ d)

Ostro (1995)

Murray and Nelson (2000)

Neas et a. (1999)

Goldberg et al.

(2001a,b,c,d; 2003);
Goldberg and Burnett
(2003)

Ozkaynak et al. (1996)

B

San Bernardino and Riverside
Counties, CA, 1980- 1986.

Philadelphia, PA, 1973- 1990

Philadelphia, PA
1973- 1980

Montreal, PQ, Canada, 1984- 1995

Toronto, ON, Canada 1970- 1991

PM, ¢ estimated from
visua range, O,

TSP only

TSP only

CoH and extinction were
available daily. PM,
and PM, every sixth day
until 1992, daily through
1993.

TSP, CoH, O,, CO, NO,,
SO,

Positive, significant PM, ¢ association only in
summer.

Kaman filtering used to estimate hazard
function in a state space model. Both TSP and
the product of TSP and average temperature are
significant, but not together. Includes estimate
of risk population.

Case- crossover study. Significant TSP
mortality associations reported.

Reanalysisindicated attenuation of PM risk
estimates, especially sensitive to weather model
specification. Congestive heart failure, as
classified based on medical records from
insurance plan, was associated with CoH, SO,,
and NO,,.

Significant association with O- day lag TSP.
Factor analysisidentified afactor with high
loadings on CoH, CO, and NO, (traffic
presumably) significantly associated with total
most cause- specific deaths.

*Brief summary of new time-series studies on daily mortality since the 1996 Air Quality Criteria Document for Particulate Matter (U.S. Environmental
Protection Agency, 1996a). More complete descriptive summaries are provided in Appendix Table 8A-1. The endpoint istotal daily non- trauma mortality,
unless noted otherwise. Due to the large number of models reported for sensitivity analyses for some of these papers, some evaluating various lags and co-
pollutant models, some for individual cities, and others for estimates pooled across cities, quantitative risk estimates are not presented in thistable.

**Type: Type of studies: (A) Original study used GAM model including non-parametric smoothing terms with default or other lax convergence criteria, but
was reanalyzed using stringent convergence criteria and/or using parametric smoothers; (B) Original study used GLM with parametric smoothers or other
approaches, or used GAM but with only one non-parametric smoother.



© 00 N O o~ W N P

W WRNNNDNNDNNNDNI EREERPRERPR R P P R
P O © 0 N o0 00 A WN P O © 0 N o o0 W N P O

NMMAPS study, avoid potential publication bias, because the cities were selected on the basis
of population size and the presence of PM monitoring data. In addition, because use of uniform
statistical analytical methods, findings cannot be attributed to different analytical approaches.

8.2.2.3 New Multi-City Studies

The new multi-city studies are of particular interest here due to their evaluation of awide
range of PM exposures and large numbers of observations holding promise of providing more
precise effects estimates than most smaller scale independent studies of single cities. Another
major advantage of the multi-city studies, over meta-analyses for multiple “independent” studies,
isthe consistency in data handling and model specifications that eliminates variation due to
study design. Further, unlike regular meta-analysis, they clearly do not suffer from potential
omission of negative studies due to “publication bias.” Furthermore, geographic patterns of air
pollution effects can be systematically evaluated in multiple-city analyses. Thus, the results
from multi-city studies can provide especially valuable evidence regarding the consistency
and/or heterogeneity, if any, of PM-health effects relationships across geographic locations.
Also, many of the cities included in these multi-city studies were ones for which no time-series
analyses had been previously reported. Most of these new multi-city studies used GAM Poisson
models, but the data sets have recently been reanalyzed using GAM models with more stringent
convergence criteria, aswell as by GLM with parametric smoothers.

8.2.2.3.1 U.S. Multi-City Studies
U.S. PM,, 90-CitiesNM M APS Analyses

The National Morbidity, Mortality, and Air Pollution Study (NMMAPS) focused on time-
series analyses of PM ,, effects on mortality during 1987-1994 in the 90 largest U.S. cities
(Samet et al., 2000a,b), in the 20 largest U.S. citiesin more detail (Dominici et a., 2000a), and
PM,, effects on emergency hospital admissionsin 14 U.S. cities (Samet et al., 2000a,b). These
NMMAPS analyses are marked by extremely sophisticated statistical approaches addressing
issues of measurement error biases, co-pollutant evaluations, regional spatial correlation, and
synthesis of results from multiple cities by hierarchical Bayesian meta-regressions and
meta-analyses. These analyses provide extensive new information of much importance and
relevance to the setting of U.S. PM standards, because no other study has examined as many
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U.S. citiesin such aconsistent manner. That is, NMMAPS used only one consistent PM index
(PM,,) across all cities (noted PM,, samples were only collected every 6 days in most of the

90 cities); death records were collected in a uniform manner; and demographic variables were
uniformly addressed. The 90-cities analyses studies employ multi-stage models (see Table 8-1)
in which heterogeneity in individual city’s coefficientsin the first stage Poisson models were
evaluated in the second stage models with city- or region-specific explanatory variables.

Asnoted earlier, the origina investigators of the NMMAPS study reported in 2002 a
potential problem with using the GAM Poisson models with default convergence criteria
available in popular statistical software in estimating air pollution risks (Dominici et al., 2002).
The default convergence criteria were too lax to attain convergence in the setting of air pollution,
weather, and mortality/morbidity parameters where “small” PM regression coefficients were
estimated and at |east two covariates were modeled with non-parametric smoothers. Their
simulation analysis also suggested that the extent of bias could be more serious when the
magnitude of risk coefficient was smaller and when PM’ s correlation with covariates was
stronger. Theinvestigators since then reanalyzed the 90 cities data, using more stringent
convergence criteriaas well as using fully parametric smoothers, and reported revised results.
The following description of the NMMAPS mortality study therefore focuses on the results of
the reanalysis of the 90 cities study.

In the original and reanalyzed 90 cities studies, the combined estimates of PM,,
coefficients were positively associated with mortality at al the lags examined (0, 1, and 2 day
lags), although the 1-day lag PM,, resulted in the largest overall combined estimate. Figure 8-1
shows the reanalyzed results for the estimated percent excess total deaths per 10 pg/m?® PM,, at
lag 1 day in the 88 (90 minus Honolulu and Anchorage) largest cities, as well as (weighted
average) combined estimates for U.S. geographic regions depicted in Figure 8-2. The majority
of the coefficients were positive for the various cities listed along the left axis of Figure 8-1. The
estimates for the individual cities were first made separately. The cities were then grouped into
the 7 regions seen in Figure 8-2 (based on characteristics of the ambient PM mix typical of each
region, as delineated in the 1996 PM AQCD). The bolded segments represent the posterior
means and 95% posterior intervals of the pooled regional effects without borrowing information
from other regions. The triangle and bolded segment at the bottom of Figure 8-1 display the
combined estimate of overall nationwide effects of PM,, for al the cities.
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Figure8-1. Estimated excessrisksfor PM mortality (1 day lag) for the 88 largest U.S.
citiesasshown in therevised NMMAPS analysis.

Source: Dominici et a. (2002; 2003).
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Figure8-2. Map of the United States showing the 88 cities (the 20 citiesare circled) and
the seven U.S. regions considered in the NMM APS geogr aphic analyses.

Note that there appears to be some regional-specific variation in the overall combined
estimates for all the citiesin agiven region. This can be discerned more readily in Figure 8-3,
which depicts overall region-specific excess risk estimates for 0, 1, and 2 day lags. For example,
the coefficients for the Northeast are generally higher than for other regions. The NMMAPS
investigators noted that the extent of the regional heterogeneity in the reanalysis result was
reduced slightly compared to the original finding (between-city standard deviation changed from
0.112 to 0.088 in the unit of percent excess deaths per 10 pg/m?® PM,), but the pattern of
heterogeneity remained the same. The overall national combined estimate (i.e., at lag 1 day,
1.4% excess total deaths per 50 pg/md increase in PM,, using GAM with stringent convergence
criteria) for the 90 cities is somewhat lower than the range of estimates for the cities reported in
the 1996 PM AQCD.

In the original 90 cities study, the weighted second-stage regression included five types of
county- specific variables: (1) mean weather and pollution variables; (2) mortality rate (crude
mortality rate); (3) sociodemographic variables (% not graduating from high school and median
household income);(4) urbanization (public transportation); and (5) variables related to
measurement error (median of all pair-wise correlations between monitors). Some of these
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Figure8-3. Percent excessmortality risk (lagged O, 1, or 2 days) estimated in the
NM M APS 90-City Study to be associated with 10-pug/m?® increasesin PM
concentrationsin cities aggregated within U.S. regions shown in Figure 8-4.

Source: Dominici et a. (2002; 2003).
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variables were apparently correlated (e.g., mean PM,, and NO,, household income and
education) so that the sign of coefficients in the regression changed when correlated variables
were included in the model. Thus, while some of the county-specific variables were statistically
significant (e.g., mean NO, levels), interpreting the role of these county-specific variables may
require caution. Regarding the heterogeneity of PM,, coefficients, the investigators concluded
that they “did not identify any factor or factors that might explain these differences.”

Another important finding from Samet and coworkers' analyses was the weak influence of
gaseous co-pollutants on the PM ,, effect size estimates (see Figure 8-4). In the reanalysis of
90 cities data, PM,, coefficients slightly increased when O, was added to regression models.
Additions of athird pollutant (i.e., PM,, + O, + another gaseous pollutant) hardly changed the
posterior means of PM,, effect size estimates, but widened the distribution. However, the
posterior probabilities that the overall PM ,, effects are greater than zero remained at or above
0.96. The gaseous pollutants themselvesin single-, two-, and three-pollutant models were less
consistently associated with mortality than PM,,. Ozone was not associated with mortality using
year-round data; but, in season-specific analyses, it was associated with mortality negatively in
winter and positively in summer. SO,, NO,, and CO were weakly associated with mortality, but
additions of PM,, and other gaseous pollutants did not always reduce their coefficients, possibly
suggesting their independent effects. Asnoted in Section 8.1, CO and NO, from motor vehicles
are likely confounders of PM,, ; and, thus, of PM,, when it is not dominated by the coarse particle
fraction. Theinvestigators stated that the PM ,, effect on mortality “was essentially unchanged
with the inclusion of either O, alone or O, with additional pollutants.”

The reanalyses of the 90 cities data by the original NMMAPS investigators also included a
sensitivity analysis of lag 1day PM,, GLM results to the alternative degrees of freedom for
adjustment of the confounding factors. season, temperature, and dewpoint. The degrees of
freedom for each of these three smoothing terms was either doubled or halved, resulting in nine
scenarios in addition to the degrees of freedom in the original GLM model. The PM,, effect
posterior means were generally higher when the degrees of freedom were halved for season, and
lower when they were doubled, ranging between 1.6% to 0.9% (the main GLM result was 1.1%)
excess total mortality per 50 pg/m® PM , increase. These results underscore the fact that the
magnitude of sensitivity of the results due to model specification (in this case, degrees of
freedom alone) can be as great as the potential bias caused by the GAM convergence problem.
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Figure8-4. Marginal posterior distributionsfor effect of PM,, on total mortality at lag 1
with and without control for other pollutants, for the 90 cities. The numbers
in the upper right legend arethe posterior probabilities that the overall
effectsare greater than 0.

Source; Dominici et al. (2003).

HEI (2003a) states that the revised NMMAPS 90 individual-city mortality results show
that, in general, the estimates of PM effect are shifted downward and the confidence intervals are
widened. Inthe revised analyses, a second stage meta-analysis was used to combine results on
effects of PM and other pollutants on health outcomes across cities. Tightening the convergence
criteriain GAM obtained a substantially lower estimate of effect of PM,,combined over all
cities, and use of GLM with natural splines decreased the estimate further. The revised analyses
yielded asmall, but statistically significant, effect of PM, at lag 1 on total mortality, now esti-
mated to be 0.21% per 10 pug/m?, with a posterior standard error of 0.06%. HEI (2003a) agrees
with the investigators' conclusions that the qualitative conclusions of NMMAPS |1 have not

changed although the evidence for an effect of PM,,at lag 0 and lag 2 is less convincing under
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the new models. The NMMAPS 11 report found that the PM ,, effect remained when copollutants
were introduced into the model (Samet et al., 2000a); and this conclusion has not changed.

The extent of reduction in PM,, excess risk estimate due to the change in the convergence
criteria (2.3% per 50 pg/m* PM,, using default versus 1.4% using stringent) using GAM models
in the 90 cities study appears to be greater than those reported in most of other reanalysis studies.
Thismay bein part due to the smaller risk estimate (2.3%) in the original study compared to
other studies (> 3%), as the smaller coefficient is likely more strongly affected as arelative
reduction. This may also be in part due to the more “aggressive” adjustment for possible
weather effects (discussed later) used in this study, which may have increased the concurvity
between PM and the covariates (which included four smoothing terms for weather adjustment).
Dominici et a. (2002) reported that the higher the concurvity, the larger the potential biasthat a
GAM model with default convergence criteria could produce.

In summary, the 90-cities NMMAPS study provides extremely useful information
regarding the following: (1) the magnitude of combined PM ,, risk estimate; (2) the lack of
sensitivity of PM, risk estimates to gaseous co-pollutants; (3) indications of some regional
heterogeneity in PM, risk estimates across the U.S.; (4) the shape of concentration-response
relationship (discussed in alater section); and (5) the range of sensitivity of PM, risk estimates
to the extent of smoothing of covariatesin their original weather model specification. One major
uncertainty that has not been examined in this study is the sensitivity of the PM, risk estimates

to different weather model specifications (e.g., use of two temperature terms, rather than four).

U.S. 10-Cities Studies

In another set of multi-city analyses, Schwartz (2000a,b), Schwartz and Zanobetti (2000),
Zanobetti and Schwartz (2000), Braga et a. (2000), and Braga et al. (2001) analyzed 1987-1995
air pollution and mortality data from ten U.S. cities (New Haven, CT; Birmingham, AL;
Pittsburgh, PA; Detroit, MI; Canton, OH; Chicago, IL; Minneapolis-St. Paul, MN; Colorado
Springs, CO; Spokane, WA; and Sesttle, WA.) or subsets (4 or 5 cities) thereof. The selection of
these cities was based on the availability of daily (or near daily) PM,, data. All of these original
studies utilized GAM Poisson models with default convergence criteria. Of these studies,
Schwartz (2003) reanalyzed the data from Schwartz (2000a), Schwartz (2000b), and Braga et al.
(2001) using GAM with stringent convergence criteria as well as alternative models such as
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GLM with natural cubic splines or penalized splines, both of which are expected to give correct
standard errors. The main original results of the study were presented in the Schwartz (2000a)
paper; and the other studies noted above focused on each of several specific issues, including
potential confounding, effect modification, distributed lag, and threshold. In this section, the
results for the three reanalysis studies noted above are discussed.

In the reanalysis (Schwartz, 2003b) of the main results (Schwartz, 2000a), daily total (non-
accidental) mortality in each of the 10 cities was fitted using a GAM Poisson model (with
stringent convergence criteria) or a GLM Poisson model with natural splines, adjusting for
temperature, dewpoint, barometric pressure, day-of-week, season, and time. The data were also
analyzed by season (November through April as heating season). The inverse-variance weighted
averages of the ten cities' estimates were used to combine results. PM,, (average of lag 0 and 1
days) was significantly associated with total deaths, and the effect size estimates were
comparable in summer and winter. Adjusting for other pollutants did not substantially change
the PM ,, effect size estimates. The combined percent-excess-death estimate for total mortality
was 3.4% (95% Cl = 2.6 —4.1) per 50 ug/m? increase in the average of lag 0 and 1 days PM,,
(essentially unchanged from the original study) using GAM with stringent convergence criteria.
The PM , risk estimate using GLM with natural splines was 2.8% (95% Cl = 2.0 — 3.6).

In the reanalysis (Schwartz, 2003b) of the study of multi-day effects of air pollution
(Schwartz, 2000b), constrained (quadratic model over O through 5 day lags) and unconstrained
(O through 5 day lags) distributed lag models were fitted in each city. The overall estimate was
computed using the inverse-variance weighted average of individual city estimates. Among the
results obtained using GAM with stringent convergence criteria, the PM,, effect size estimate
was 6.3% (95% CI = 4.9 — 7.8) per 50 pg/m? increase for the quadratic distributed lag model,
and 5.8% (95% CI = 4.4 —7.3) for the unconstrained distributed lag model. Corresponding
values using the penalized splines were somewhat smaller (~ 5.3%). These values are about
twice the effect-size estimate for single-day PM,, in the original report or the two-day mean
PM , reported in the reanalysis above (this reanalysis did not report results for single-day or
2-day mean PM ;). These results suggest a possibility that PM effects may be underestimated
when only single-day PM indices are used.

Schwartz (2003b) also reanalyzed the datafrom Braga et al.’s (2001) study to examine the
lag structure of PM,, association with specific cause of mortality in the 10 cities. Unconstrained
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distributed lags for 0 through 5 days as well as two-day mean were fitted in each city for COPD,
pneumonia, all cardiovascular, and myocardial infarction deaths using GAM with stringent
convergence criteria and penalized spline models. Combined estimates by lag were obtained
across the 10 cities. The distributed lag estimates were generally larger than the two-day mean
estimates for COPD and pneumonia mortality, but they were comparable for all cardiovascular
and myocardial infarction mortality. For example, in the results using GAM with stringent
convergence criteria, the PM , effect size estimate was 11.0% (95% Cl = 7.2 — 14.8) per
50 pg/m? increase for two-day mean model, and 16.8% (95% CI = 8.3 — 25.9) for the
unconstrained distributed lag model. Note that these values are substantially larger than those
reported for total non-accidental deaths.

The PM , risk estimates from these 10 cities studies appear to be larger than those from the
90 cities study. Aside from the difference in the number of cities analyzed, the differencein
weather model specification and the extent of smoothing for temporal trends may have
contributed to the difference in the size of PM, risk estimates. Thisissueis further discussed in
Section 8.2.2.3.5.

Reanalyses of Harvard Six Cities Study

Both the original Harvard Six Cities Study time-series analysis (Schwartz et al., 1996a) and
the replication analysis by Klemm et al. (2000), which essentially replicated Schwartz et a.’s
original findings, used GAM Poisson models with default convergence criteria. Schwartz
(2003a) and Klemm and Mason (2003) conducted reanalyses of the Harvard Six Cities datato
address the GAM statistical issues.

Schwartz (2003a) reported the risk estimates for PM, . only, but provided results using
several other spline smoothing methods (natural splines, B-splines, penalized splines, and thin
plate splines) in addition to GAM with stringent convergence criteria. The risk estimate
combined across the six cities per 25 ug/méin PM,, (average of lag 0 and 1 day) using GAM
with stringent convergence criteriawas 3.5% (95% Cl = 2.5 —4.5), as compared to the origina
value of 3.7% (95% CI = 2.7 — 4.7). The corresponding value from a GLM model with natural
splineswas 3.3% (95% Cl = 2.2 — 4.3). The values using B-splines, penalized splines, and thin
plate splines were somewhat lower (3.0%, 2.9%, and 2.6%, respectively). However, when the
Harvard Six Cities were examined individually in the reanalysis of Schwartz using GLM and
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penalized splines, Boston and St. Louis gave significant associations with PM, . and Steubenville
gave a significant association with coarse PM.

Klemm and Mason’ s reanalysis (2003) reported risk estimates for PM, ., PM -, PM
(PM 5 or PM,), and SO, They also conducted sensitivity analyses using GLM with natural
splines that approximated the degrees of freedom used in the LOESS smoothersin the GAM
models, aswell as 12 knots per year and 4 knots per year for smoothing of temporal trends. The
PM, ¢ and PM,, , - total non-accidental mortality risk estimates combined across the six cities per
25 png/me (average of lag 0 and 1 day) using GAM with stringent convergence criteria were 3.0%
(95% Cl =2.1-4.0) and 0.8% (95% CI = -0.5, 2.0), respectively. The corresponding PM ,,
mortality excess risk estimate per 50 pg/m? (average of lag 0 and 1 day) was 3.6% (95% CI =
2.1,5.0). Intheir sensitivity analysis, increasing the degrees of freedom for temporal trends for
natural splinesin GLM models from 4 knots/year to 12 knots/year markedly reduced PM risk
estimates. For example, the PM, risk estimate per 25 pg/m?® was reduced from 2% in the
4 knots/year model to 1% in the 12 knots'year model. The results showing the smaller PM risk
estimates for larger degrees of freedom for smoothing of temporal trends are consistent with
similar findings reported for the reanalysis of 90 cities study.

Although PM effect estimates from the Klemm and Mason (2003) reanalysis are somewhat
smaller than those from Schwartz (2003; e.g., 3.5% by Schwartz versus 3.0% by Klemm and
Mason for PM, ¢ using strict convergence criteria), the results are essentially comparable. Both
studies also showed that the comparable GLM models produced smaller risk estimates than
GAM models.

8.2.2.3.2 Canadian Multicity Studies

Burnett et a. (2000) analyzed various PM indices (PM,,, PM, 5, PM,, -, sulfate, CoH, and
47 elemental component concentrations for fine and coarse fractions) and gaseous air pollutants
(NO,, O,, SO,, and CO) for association with total mortality in the 8 largest Canadian cities:
Montreal, Ottawa-Hull, Toronto, Windsor, Winnipeg, Calgary, Edmonton, and Vancouver. This
study differs from Burnett et al. (19984) in that it included fewer cities but more recent years of
data (1986-1996 versus 1980-1991) and detailed analyses of particle mass components by size
and elemental composition. Each city’s mortality, pollution, and weather variables were
separately filtered for seasonal trends and day-of-week patterns. The residual series from all
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cities were then combined and analyzed in a GAM Poisson model. In Burnett and Goldberg’s
reanalysis (2003) of the eight cities data, they only examined the PM indices PM,, PM,,,, and
PM,, using GAM models with more stringent convergence criteria. The reanalysis used co-
adjustment regression (i.e., simultaneous regression), rather than the regression with pre-filtered
data that was the main approach of the original analysis. The reanalysis also considered several
sensitivity analyses including models with and without day-of-week adjustment and severa
alternative approaches (fitting criteria and extent of smoothing) to adjust for temporal trends
using natural splines.

Adjusting for temporal trends, smoothing of same-day temperature, pressure, and day-of -
week effects, the pooled PM effect estimates across the eight Canadian cities were: 3.7% (95%
Cl = 1.4-6.0) per 25 ug/m? increase in PM,,¢; 2.1% (0.1-4.2) per 25 pg/m? increase PM,,,; and
3.6% (95% CI = 1.3-5.8) per 50 pg/m? increase PM,,. These effect size estimates are fairly close
to the estimates reported in the original study, despite the differences in the regression approach
(pre-filtering and GAM with default convergence criteriain the original study versus co-
adjustment and using GAM with stringent convergence criteria). The temporal adjustment of the
above model used L OESS smoothing with span of approximately 0.022 (= 90 days/4012 study
days). Sensitivity analysisincluded several choices of degrees of freedom for natural splines of
temporal trend, with two fitting criteria (i.e., Bartlett’ s test for white noise and AIC) and either
using the same degrees of freedom for al the eight cities or varying degrees of freedom for each
city. The PM risk estimates based on natural splines were generally smaller than those based on
L OESS smoothers. The PM risk estimates also varied inversely with the number of knots for
temporal trend. That is, the more details of the temporal trend were described by natural splines,
the smaller the PM risk estimates became. The reported PM, ; risk estimates per 25 pg/m?
increase were 3.0% (t=3.12), 2.8% (t=2.28), 2.2% (t=2.14), 2.1% (t=2.07), and 1.9% (t=1.72) for
knot/year, knot/6 months, knot/3 months, knot/2 months, and knot/1 month, respectively. The
corresponding values for 25 pg/m® increase in PM , , s were 3.9% (t=3.42), 2.9% (t=2.52), 2.1%
(t=1.69), 1.8% (t=1.46), and 1.2% (t=0.91), suggesting greater sensitivity of PM,,, ¢ risk
estimates to the extent of temporal smoothing. The authors suggested that this was likely due to
the stronger correlation between (and temporal trends in) mortality and mass concentrations for
PM,,, = (average correlation among cities of —0.45) than for PM, ¢ (-0.36). Because the relative
significance and size of PM, . and PM,, , - risk estimates varied depending on the model and
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extent of smoothing for temporal trend, it is difficult to determine the relative importance of the

two size-fractionated PM indices in this study.

8.2.2.3.3 European Multi-City APHEA Study Analyses

The Air Pollution and Health: A European Approach (APHEA) project is a multi-center
study of short-term effects of air pollution on mortality and hospital admissions within and
across a number of European cities having a wide range of geographic, climatic,
sociodemographic, and air quality patterns. The obvious strength of this approach is its ability to
evaluate potential confounders or effect modifiersin a consistent manner. It should be noted that
PM indices measured in those cities varied. In APHEA1, the PM indices measured were mostly
black smoke (BS), except for Paris, Lyon (PM,); Bratislava, Cologne, and Milan (TSP); and
Barcelnoa (BS and TSP). In APHEAZ2, 10 out of the 29 cities used actual PM,, measurements,
and, in 11 additional cities, PM,, levels were estimated based on regression models relating
collocated PM,, measurementsto BS or TSP. In the remaining 8 cities, only BS measurements
were available (14 cities had BS measurements). As discussed below, there have been several
papers published that present either a meta-analysis or pooled summary estimates of these multi-
city mortality results: (1) Katsouyanni et a. (1997) — SO, and PM results from 12 cities;
(2) Touloumi et a. (1997) — ambient oxidants (O, and NO,) results from six cities; (3) Zmirou
et al. (1998) — cause-specific mortality results from 10 cities (see Section 8.2.2.5); (4) Samoli
et a. (2001) — areanalysis of APHEA1 using a different model specification (GAM) to control
for long-term trends and seasonality; and (5) Katsouyanni et al. (2001) — APHEA2, with
emphasis on the examination of confounding and effect modification. The original APHEA
protocol used sinusoidal terms for seasonal adjustment and polynomial terms for weather
variables in Poisson regression models. Therefore, publications 1 through 3 above are not
subject to the GAM default convergence issue. Publications 4 and 5 did use GAM Poisson
model with default convergence criteria, but the investigators have reanalyzed the data using
GAM with more stringent convergence criteria, aswell as GLM with natural splines (Katsouyani
et a., 2003; Samoli et a., 2003). The discussions presented below on publications 4 and 5 are

focused on the results from the reanalyses.
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APHEAL1 Sulfur Dioxide and Particulate Matter Resultsfor 12 Cities

The Katsouyanni et al. (1997) analyses evaluated data from the following cities: Athens,
Barcelona, Bratislava, Cracow, Cologne, Lodz, London, Lyons, Milan, Paris, Poznan, and
Wroclaw. In the western European cities, an increase of 50 pg/m?in SO, or BS was associated
with a3% (95% CI = 2.0, 4.0) increase in daily mortality; and the corresponding figure was 2%
(95% CI = 1.0, 3.0) for estimated PM,, (they used conversion: PM,,=TSP*0.55). Inthe 31
central/eastern European cities, the increase in mortality associated with a 50 p g/m® change was
0.8% (CI = 0.1, 2.4) for SO, and 0.6% (CI = 0.1, 1.1) per 50 pg/m? change in BS. Estimates of
cumulative effects of prolonged (two to four days) exposure to air pollutants were comparable to
those for one day effects. The effects of both pollutants (BS, SO,) were stronger during the
summer and were mutually independent. Regarding the contrast between the western and
central/eastern Europe results, the authors speculated that this could be due to differencesin
exposure representativeness; differencesin pollution toxicity or mix; differencesin proportion of
sensitive sub-population; and differencesin model fit for seasonal control. Bobak and Roberts
(1997) commented that the heterogeneity between central/eastern and western Europe could be
due to the difference in mean temperature. However, Katsouyanni and Touloumi (1998) noted
that, having examined the source of heterogeneity, other factors could apparently explain the

difference in estimates as well as or better than temperature.

APHEA1 Ambient Oxidants (Ozone and Nitrogen Dioxide) Resultsfor Six Cities
Touloumi et a. (1997) reported on additional APHEA data analyses, which evaluated
(a) short-term effects of ambient oxidants on daily deaths from all causes (excluding accidents),
and (b) impacts on effect estimates for NO, and O, of including a PM measure (BS) in
multi-pollutant models. Six citiesin central and western Europe provided data on daily deaths
and NO, and/or O, levels. Poisson autoregressive models allowing for overdispersion were
fitted. Significant positive associations were found between daily deaths and both NO, and O,.
Increases of 50 pg/m?in NO, (1-hour maximum) or O, (1-hour maximum) were associated with
a1.3% (95% CI = 0.9-1.8) and 2.9% (95% CI = 1.0-4.9) increase in the daily mortality,
respectively. There was atendency for larger effects of NO, in cities with higher levels of BS:
when BS was included in the model, the coefficient for NO, was reduced by half (but remained
significant) whereas the pooled estimate for the O, effect was only slightly reduced. The authors

December 2003 8-42 DRAFT-DO NOT QUOTEORCITE



© 00 N O o b~ W N P

W RN DNRNDNNNNNNDNIEREERRR R R B R B
SO © ® N 0o 0 & W NP O © 0N O o0 b W N R O

speculated that the short-term effects of NO, on mortality might be confounded by other vehicle-
derived pollutants (e.g., airborne ambient PM indexed by BS measurements). Thus, while this
study reports only relative risk levelsfor NO, and O, (but not for BS), it illustrates the
importance of confounding of NO, and PM effects and the relative limited confounding of O,
and PM effects.

APHEAL: A Sensitivity Analysisfor Controlling Long-Term Trends and Seasonality

The original study (Samoli et al., 2001) attempted to examine the sensitivity of APHEA1
results to how the temporal trends were modeled (i.e., sine/cosine in the APHEA 1 versus LOESS
smoother using GAM with default convergence criteria). Samoli et al. (2003) reanalyzed the
data using GAM with more stringent convergence criteria, aswell as GLM with natural splines.
Thus, the reanalysis allowed a comparison of results across afixed functional model
(sine/cosine), a non-parametric smoother (GAM with LOESS), and a parametric smoother (GLM
with natural splines). The combined estimate across cities for percent excess in total non-
accidental mortality per 50 pug/m? increase in BS using GAM with stringent convergence criteria
(2.3%; 95% CI = 1.9-2.7) was bigger than that using sine/cosine (1.3%; 95% CI = 0.9-1.7). The
GAM with stringent convergence criteria reduced the combined estimate by less than 10%
compared to that from GAM with default convergence criteria. The corresponding estimate
using GLM with natural splines (1.2%; 95% CI = 0.7-1.7) was comparable to that from the
sine/cosine model but smaller than that using GAM. The contrast between western and eastern
Europein the original APHEA1 study (2.9% for west versus 0.6% for east) was less clear in the
results using GAM with stringent convergence criteria (2.7% versus 2.1%) or GLM with natural
splines (1.6% versus 1.0%). These results indicate that the apparent regiona heterogeneity
found in the original APHEA 1 study could be sensitive to model specification. Because the
number of cities used in the APHEA1 study isrelatively small (eight western and five central-
eastern cities), the apparent regional heterogeneity found in the earlier publications could aso be
due to chance. These reanalysis results also suggest that the results are somewhat sensitive to

the model specification of temporal trends.
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APHEAZ2: Confounding and Effect M odification Using Extended Data

The APHEAZ2 origina study (Katsouyanni et al. 2001) included more cities (29 cities) and
amore recent study period (variable yearsin 1990-1997, as compared to 1975-1992 in
APHEA1). Also, the APHEAZ2 original study used a GAM (with default convergence criteria)
Poisson model with LOESS smoothers to control for season and trends. Katsouyanni et al.
(2003) reanalyzed the data using GAM with more stringent convergence criteria, aswell astwo
parametric approaches: natural splines and penalized splines. Because the reanalysis GAM
results changed the PM ,, risk estimates only slightly from the original estimates and the
investigators mention that the patterns of effect modification were preserved in their reanalyses
regardless of model specification, the qualitative description of the effect modification below
relies on the original study. The PM,, estimates for various models are from the reanalysis
results.

The analyses put emphasis on effect modification by city-specific factors. Thus, the city-
specific coefficients from the first stage of Poisson regressions were modeled in the second stage
regression using city-specific characteristics as explanatory variables. Inverse-variance
weighted pooled estimates (fixed-effects model) were obtained as part of this model. When
substantial heterogeneity was observed, the pooled estimates were obtained using random-effects
models. These city-specific variablesincluded (1) air pollution level and mix, such as average
air pollution levels and PM/NO, ratio (as an indicator of traffic-generated PM); (2) climatic
variables, such as mean temperature and relative humidity; (3) health status of the population,
such as the age-adjusted mortality rates, the percentage of persons over 65 years of age, and
smoking prevalence; and (4) geographic area (three regions. central-eastern, southern, and
north-western). The study also addressed the issue of confounding by simultaneous inclusion of
gaseous co-pollutants in city-specific regressions and obtained the pooled PM estimates for each
co-pollutant included. Unlike APHEA1, in which the region (larger PM estimates in western
Europe than in central-eastern Europe) was highlighted as the important factor, APHEA2 found
several effect modifiers. NO, (i.e., index of high pollution from traffic) was an important one.
The cities with higher NO, levels showed larger PM effects as did the cities with awarmer
climate. The investigators noted that this might be due to the better estimation of population
exposures with outdoor community monitors (because of more open windows). Also, the cities
with low standardized mortality rate showed larger PM effects. The investigators speculated that
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this may be because a smaller proportion of susceptible people (to air pollution) are available in
a population with alarge age-standardized mortality rate. Interestingly, in the pooled PM risk
estimates from models with gaseous pollutants, it was also NO, that affected (reduced) PM risk
estimates most. For example, in the fixed-effects models, approximately 50% reductions in both
PM ,, and BS coefficients were observed when NO, was included in the model. SO, only
minimally reduced PM coefficients; whereas O, actually increased PM coefficients. Thus, in
thisanalysis, NO, was implicated both as a confounder and an effect modifier. The overall
random-effects model combined estimate for total mortality for 50 pg/m® increase in PM , were
3.0% (95% Cl = 2.0, 4.1), 2.1% (95% CI = 1.2, 3.0), and 2.8% (95% CI = 1.8, 3.8), for GAM
(stringent convergence criteria), natural splines, and penalized splines models, respectively. The
original estimate using GAM with default convergence criteria (3.1%) was thus reduced by 4%.
While the effect estimates varied somewhat depending on the choice of GAM with LOESS,
natural splines, or penalized splines, the investigators reported that the patterns of effect
modification (by NO,, etc.) were preserved.

8.2.2.3.4 Comparison of Effects Estimates from Multi-City Studies

Based on different pooled analyses of data combined across multiple cities, the percent
excess (total, non-accidental) deaths estimated per 50 pg/m?® increase in PM , in the above multi-
city studieswere (1) 1.4% using GAM (1.1% using GLM) at lag 1-day in the 90 largest U.S.
cities (the Northeast region results being about twice as high); (2) 3.4% using GAM (2.8% using
GLM) for average of 0 and 1 day lagsin 10 U.S. cities; (3) 3.6% using GAM (2.7% using GLM)
for 1 day lag PM,, in the 8 largest Canadian cities; and (4) 3.0% using GAM (2.1% using GLM)
in APHEAZ2 for average of 0 and 1 day lags for 29 European cities during 1990-1997.

Note that the estimate for the NMMAPS 90 cities study is somewhat smaller than those for
the rest of the multi-city studies and the range reported in the previous PM AQCD (2.5 to 5%).
There may be severa possible explanations for this, but model specification for weather islikely
one major factor. The 90 cities study used much more “aggressive” adjustment for possible
weather effects than most studies. The 90 cities analysisincluded four separate weather terms:
(1) smoothing splines (natural splines when GLM was used) of same-day temperature with
6 degrees of freedom; (2) smoothing splines of the average of lag 1 through 3 day temperature
with 6 degrees of freedom; (3) smoothing splines of same-day dewpoint with 3 degrees of
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freedom; and, (4) smoothing splines of the average of lag 1 through 3 day dewpoint with

3 degrees of freedom. In contrast, most of the other studies used only one or two terms for
weather variables. For example, the Harvard Six Cites Study used a LOESS smoother (or
natural splines or other smoothersin reanaysis) of same-day temperature with a span of 0.5 and
a L OESS smoother of same-day dewpoint with a span of 0.5. Note that the 90 cities study not
only used more terms for weather effects, but it aso used more degrees of freedom for
temperature than Schwartz et a.’s analysis (according to Klemm and Mason’ sreanaysis, the
gpan of 0.5 in LOESS corresponds to approximately 3.5 degrees of freedom). It should also be
noted here that the purpose of the inclusion of dewpoint in these modelsis often explained as “to
adjust for possible effects of humidity”; but, in fact, dewpoint and temperature are highly
correlated (r > 0.9) in most cities. Thus, although the inclusion of these terms may statistically
(i.e., by AIC, etc.) provide a better fit, the epidemiologic implications of the use of thesetermsis
not yet clear. While extreme temperature, hot or cold, is known to cause excess mortality, it is
not clear at thistime whether these models are adequately modeling the weather effectsin the
more moderate range (which is much of the data). Thus, the inclusion inthe NMMAPS
modeling of several weather terms with more degrees of freedom most likely provides
“conservative” PM risk estimates. That is, the NMMAPS excess risk estimates of 1.1% or 1.4%
per 50 pg/m?® PM,, increase may well underestimate the PM ,-total mortality effect-size
suggested by two other well conducted multicity studiesto fall in the range of 2.7% to 3.6% per
50 pg/m*® PM,, increment for U.S. and Canadian cities.

Another factor that may contribute to the difference in PM risk estimates is the extent of
smoothing to adjust for temporal trends. Several of the reanalysis studies (Dominici et al., 2002;
Burnett and Goldberg, 2003; 1to, 2003; Klemm and Mason, 2003) consistently reported, though
to varying extents, that using more degrees of freedom for temporal trends tended to reduce PM
coefficients. That is, when more details in the short-term fluctuations of mortality were ascribed
to temporal trends, PM risk estimates were reduced. For example, in Dominici et al.’s (2002)
sensitivity analysis, the PM , risk estimate was larger (1.6% per 50 ug/m? increase in PM,)) for
the GLM model with 3 degrees of freedom per year that the estimate using 7 degrees of freedom
(1.1%). Note that, in general, the presumed objective of including temporal trendsin the
mortality regression is to adjust for potential confounding (measured or unmeasured) by time-
varying factors that change seasonally or in shorter time spans (e.g., influenza epidemics).
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However, ascribing “too short” temporal fluctuations to these “confounding temporal trends”
may inadvertently take away PM effects. Because the “right” extent of smoothing is not known,
these sensitivity analyses are useful. 1n the reanalyses mentioned above, the PM risk estimates
could change by a factor of two when arange of degrees of freedom was applied even for a
model specification in which all the other terms were kept unchanged.

Based on the results from the reanalysis studies, it has become apparent that different
smoothing approaches can aso affect PM risk estimates. For example, the models with natural
splines (parametric smoothing) appear, in general but not always, to result in smaller PM risk
estimates than GAM models with LOESS or smoothing splines. GAM models may possibly
suffer from biased standard error of risk estimates, but they also seem to fit the data better (i.e.,
based on AIC) than GLM models with natural splines. Thus, it is not clear which smoothers
provide the most appropriate PM risk estimates. In any case, the choice of these smoothers does
not seem to affect PM risk estimates (~ 10 to 30%) as much as the range of weather model
specifications or the range of the degrees of freedom for temporal trends adjustment do (aslarge
as afactor of two).

A less explored issue isthe effect of multi-day effects of PM. The PM, risk estimates
summarized above are either for asingle-day lag (U.S. 90 cities study, Canadian 8 cities study,
and APHEA), or an average of two days (U.S. 10 cities study and APHEA?2). However, the
reanalysis of U.S. 10 cities study data suggests that the multi-day PM effect, accounting for
0 through 5 day lag, could be twice as large as the effect sizes estimated from single or two-day
average models and even bigger (~ 3 to 4 fold) when more specific cause of death categories
were examined. Thisissue warrants further investigation.

In summary, considering all the options in model specifications that can affect the PM risk
estimates, the reported combined PM ,, total non-accidental mortality risk estimates from multi-
city studies are in good agreement, in the range of 1.0 to 3.5% per 50 pug/m? increase in single or
two-day average PM,,. The U.S. 90 cities study provides estimates towards the lower end of this
range. Combinations of choicesin model specifications (the number of weather terms and
degrees of freedom for smoothing of mortality temporal trends) alone may explain the extent of
the difference in PM,, risk estimates across studies. The range for these newly available

combined estimates from multi-cities studies overlap with the range of PM ,, estimates (2.5 to
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5%, obtained from single cities studies) previously reported in the 1996 PM AQCD, but extends
to somewhat lower values.

8.2.2.4 U.S. Single-City Studies

In addition to the new multi-city studies mentioned above, many new studies have
presented findings on relationships between mortality and short-term exposure to PM using data
fromindividual cities. The results of all such studies are presented in detail in Appendix 8A-1,
and the results of U.S. and Canadian studies are highlighted in Table 8-1. The following
discussion provides some additional focus on the results of some recent U.S. studies, especially
those including PM,,, PM,; and PM,, , . data. Results of analyses using PM,; and PM -
measurements are also discussed further in Section 8.2.2.5.

Moolgavkar (2000a) evaluated associations between short-term measures of major air
pollutants and daily deaths in three large U.S. metropolitan areas (Cook Co., IL, encompassing
Chicago; Los Angeles Co., CA; and Maricopa Co., AZ, encompassing Phoenix) during a 9-year
period (1987-1995). Moolgavkar (2003) reanalyzed the datafor Cook Co. and Los Angeles Co.,
but not Maricopa Co. using GAM with stringent convergence criteriaas well as GLM with
natural splines. Ozone was analyzed in the original analysis but not in the reanalysis (it was only
positive and significant in Cook county in the original analysis). This section describes the
results from the reanalysis. Total non-accidental deaths, deaths from cardiovascular disease
(CVD) and chronic obstructive lung disease (COPD) were analyzed in relation to 24-h readings
for PM, CO, NO,, and SO, averaged over all monitorsin agiven county. Cerebrovascular
mortality was analyzed in the original analysis but not in the reanalysis (its association with air
pollution was weak in the original analysis). The results of cause-specific mortality analyses are
described in alater section. Daily readings were available for each of the gaseous pollutantsin
both Cook Co. and Los Angeles Co., as were PM,, values for Cook Co. However, PM, and
PM, . values were only available every sixth day in Los Angeles Co. PM values were highest in
summer in Cook Co. and in the winter and fall in Los Angeles Co.; whereas the gases (except for
03) were highest in winter in both counties. The PM indices were moderately correlated
(r=0.30t0 0.73) with CO, NO,, and SO, in Cook Co. and Los Angeles Co. Total
non-accidental, CVD, and COPD deaths were all highest during winter in both counties.
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Adjusting for temperature and relative humidity effectsin separate analyses for each
mortality endpoint for these two counties, varying patterns of results were found, as noted in
Appendix A, Table 8A-1. Moolgavkar (2003) also reported sensitivity of resultsto different
degrees of freedom (df) for smoothing of temporal trends (30 df and 100 df).

Asfor Cook County results, PM,, was significantly associated with total non-accidental
mortality at lag O (most significant) and 1 day in GAM models with both 30 df and100 df for
smoothing of temporal trends, aswell asin a GLM model with 100 df for smoothing of temporal
trends. The gaseous pollutants were also significantly associated with total non-accidental
mortality at various lags (wider lags than PM ), but most significant at lag 1 day. These
associations did not appear to be sensitive to the extent of smoothing for temporal trends, at least
at their most significant lags. In two pollutant models (results were not shown in tables but
described in text), the PM,, association remained “robust and statistically significant” at lag O
day; whereas the coefficients for the gases became non-significant. However, at lag 1 day, the
PM ,, association became non-significant and the gases remained significant. Thus, some extent
of “sharing” of the association is apparent, and whichever pollutant is more strongly associated
than the other at that lag tended to prevail in the two pollutant modelsin this data set.

For Los Angeles County, CO was more significantly associated (positive and significant at
lag 0 through 3 days) with mortality than PM,, (positive and significant at lag 2) or PM,, <
(positive and significant at lag 1). In two pollutant models in which CO and PM indices were
included simultaneously at PM indices = “best” lags, CO remained significant; whereas PM
coefficients became non-significant (and negative for cases with 30 df for temporal smoothing).
For Los Angeles data, the PM coefficients appeared to be more sensitive to the choice of the
degrees of freedom than to the default versus stringent convergence criteria. GLM models
tended to produce smaller risk estimates than GAM models. Moolgavkar also reported that these
associations were robust to varying the extent of smoothing for weather covariates.

The results for these two cities do not reflect a common pattern. In Cook Co., al the
pollutants were associated with mortality, and their relative importance varied depending on the
lag day, whereas CO showed the strongest mortality associationsin Los Angeles. Moolgavkar
concluded that, considering the substantial differences that can result from different analytic
strategies, no particular numeric estimates were too meaningful, although the patterns of

associations appeared to be robust.
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Ostro et a. (2000; reanalyzed Ostro et al., 2003) conducted a study in Coachella Valley,
CA, using PM,, data collected from 1989-1998, and PM, ; and PM ,, , ; data collected during the
last 2.5 years of the study period. Both PM, . and PM,, , s were estimated for the remaining years
to increase the power of the analyses, but only PM,, 5 could be reliably estimated so predicted
PM, ¢ data were not used. Original analyses used GAMs, with smoothing functions for time and
indicators for day of week. Different lags for temperature, humidity and dewpoint were tested
for use in the models, then pollutants were added individually then in combination. In
reanalyses, more stringent convergence criteria and natural splines were used, but the reanalyses
were only done for cardiovascular mortality. For cardiovascular mortality, significant
associations were found for PM ., s and PM ,,, but not PM, ¢ (possibly due to low range of PM, ¢
concentrations and reduced sample size for PM,  data), and PM risk estimates were higher for
multi-day averages. The PM risk estimates were slightly reduced in the reanalyses using GAM
with stringent convergence criteriaor using GLM; and sensitivity analysis showed that results
were not sensitive to alternative degrees of freedom for temporal trends and temperature.

In Santa Clara County, CA, total, cardiovascular, and respiratory desaths were regressed on
PM,o, PM, ., PM,o,5, COH, nitrate, sulfate, O,, CO, NO,, adjusting for time trend, season, and
minimum and maximum temperature, using a Poisson GAM model (Fairley, 1999; reanalyzed
Fairley, 2003). Reanalysesincluded stringent convergence criteria, as well as natural splines and
an additional indicator for ozone (daily number of hours exceeding 60 ppb). In the reanalyses,
the PM coefficients were either unchanged, or only slightly decreased or increased; and the
origina findings, including the pattern in two-pollutant models, were unchanged. PM,, . and
nitrate were most significantly associated with mortality, but significant associations were
reported for all pollutants except PM ., s in single-pollutant models. In two- and four- pollutant
models, PM, . or nitrate remained significant for total mortality but the other pollutants did not.
The PM, ¢ risk estimates for respiratory deaths were larger than those for total or cardiovascular
deaths but the associations were only significant for total mortality.

Lippmann et a. (2000; reanalyzed Ito, 2003) used data from Detroit for a 1992-1994 study
period that included measurements of PM,,, PM, ., PM,,, &, sulfate, H+, O;, SO,, NO,, and CO.
Associations with total (non-accidental), cardiovascular, respiratory, and other deaths were
analyzed using GAM Poisson models, adjusting for season, temperature, and relative humidity.
Analyses were also done for an earlier 1985-1990 study period that included measurements of
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PM,, and TSP along with the gaseous co-pollutants. Reanalyses were done using stringent
convergence criteriaas well as natural splines, as well as additional sensitivity analysesto
examine the influence of alternative weather models and selection of degrees of freedom on
model results. In reanalyses, PM coefficients were often reduced (but sometimes unchanged or
increased) somewhat when GAM with stringent convergence criteria or GLM/natural splines
were used. The reductionsin coefficients were not differential across PM components; the
original conclusion regarding the relative importance of PM components remained the same.
PM,o, PM, ., and PM,, , s were more significantly associated with mortality outcomes than
sulfate or H+. PM coefficients were generally not sensitive to inclusion of gaseous pollutants.
PM,o, PM, ¢, and PM, , 5 ffect size estimates were comparable in terms of the same
distributional increment (5th to 95th percentile). Both PM,, (lag 1 and 2 day) and TSP (lag 1
day), but not TSP-PM, or TSP- SO,”, were significantly associated with respiratory mortality
for the 1985-1990 period. The simultaneous inclusions of gaseous pollutants with PM,, or TSP
reduced the PM effect size by 0 to 34%. Effect size estimates for total, circulatory, and “ other”
categories were smaller than for respiratory mortality.

Chock et al. (2000) evaluated associations between daily mortality and several air pollution
variables (PM 5, PM, s, PM <, CO, O;, NO,, SO,) in two age groups (< 75 yr., > 75yr.) in
Pittsburgh, PA, during a 3-year period (dataon PM, ; and PM,, , - were only available for half of
the study period). Poisson GLM regression was used, including filtering of data based on cubic
B-spline functions to adjust for seasonal trends; models included indicators for day of week, and
temperature was modeled as a V-shape function. Single- and multi-pollutant models were run
for 0, 1, 2, and 3 day lags. Single- and multi-pollutant non-seasonal models show significant
positive associations between PM ,, and daily mortality, but seasonal models showed much
multi-collinearity, masking association of any pollutant with mortality. PM, and PM ., were
both positively associated with mortality, but the coefficients were unstable in this small data set
when stratified by age group and season, thus no conclusions were drawn on relative role of
PM, s and PM,,,:. Inconclusions, the authors emphasize issues of seasonal dependence of
correlation among pollutants, multi-collinearity among pollutants, and instability of coefficients
for PM,s and PM ., :.

Using data for Philadel phia and the seven-county Philadel phia metropolitan areafrom
1992-1995, twelve mortality variables, as categorized by area, age, and cause, were regressed on
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29 pollution variables (PM components, O,, SO,, NO,, CO, and by sub-areas), yielding

348 regression results (Lipfert et al., 2000a). Both dependent and explanatory variables were
pre-filtered using thel9-day-weighted average filter prior to OLS regression. Covariates were
selected from filtered temperature (severa lagged and averaged values), indicator variables for
hot and cold days and day-of-week using stepwise procedure, and the average of current and
previous days pollution levels were used. Significant associations were reported for awide
variety of gaseous and particulate pollutants, especially for peak O,. No systematic differences
were seen according to particle size or chemistry. Mortality for one part of the metropolitan area
could be associated with air quality from another, not necessarily neighboring part.

Mar et al. (2000; reanalyzed Mar et al., 2003) eval uated associations between air pollutants
and total (non-accidental) and cardiovascular deaths in Phoenix for only those who resided in the
Zip codes located near the air pollution monitor. GAM Poisson models were used, adjusting for
season, temperature, and relative humidity, and avariety of air pollution variables were used,
including O, SO,, NO,, CO, TEOM PM,,, TEOM PM, ., TEOM PM,,,., DFPSSPM,, S, Zn,
Pb, soil, soil-corrected K (KS), nonsoil PM, OC, EC, and TC. Lags 0 to 4 days were evaluated.
Factor analysis was also conducted on chemical components of DFPSS PM,, (Al, Si, S, Ca, Fe,
Zn, Mn, Pb, Br, KS, OC, and EC); and factor scores were included in the mortality analyses.
Reanalysis was done using stringent convergence criteria as well as natural splines only for
cardiovascular mortality. Inthereanalysis, small reductions were seen in risk estimates for PM
mass concentration indices using GAM/stringent convergence criteriaor GLM/natural splines.
For source factors, there were moderate reductions in risk estimates for the motor vehicle factor,
but slight increases for the regional sulfate factor and slight reductions in the coefficients for EC
and OC. Cardiovascular mortality was significantly associated with CO, NO,, SO,, PM, s, PM,,,
PM .5 OC and EC. Combustion-related factors and secondary aerosol factors were also
associated with cardiovascular mortality. Soil-related factors, as well asindividual variables that
are associated with soil were negatively associated with total mortality.

In al of the studies discussed above, some statistically significant associations between
mortality and PM indicators, especialy PM, s and PM,, were found. In multi-pollutant models,
PM coefficients were often robust to inclusion of gaseous pollutants, but sometimes reduced for

specific co-pollutants (see co-pollutant model discussion in Section 8.4).
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8.2.25 TheRoleof Particulate Matter Components

Delineation of the roles of specific ambient PM components in contributing to associations
between short-term PM exposures and mortality requires evaluation of several factors, e.g., size,
chemical composition, surface characteristics, and the presence of gaseous co-pollutants. While
possible combinations of these factors can in theory be limitless, the actual datatend to cover
definable ranges of aerosol characteristics and co-pollutant environments due to typical source
characteristics (e.g., fine particles tend to be combustion productsin most cities). Newly
available studies conducted in the last few years have begun to provide more extensive
information on the roles of PM components; and their results are discussed below in relation to
threetopics. (1) PM particle size (e.g., PM, - versus PM,, , :); (2) chemical components; and
(3) source oriented evaluations.

The ability to compare the relative roles of different PM size fractions and various PM
constituents is restricted by the limitations of the available studies. Comparisons nevertheless
can be attempted, using such information as the relative level of significance and/or the strength
of correlation between component estimate and health outcome. The relative significance across
cities/studies is influenced by the sample size and the level of the pollutants. The width of the
confidence band also needs to be taken into account, according more weight for studies with
narrower confidence bands. Caution in interpretation of such information, however, is warranted
because of potential measurement error and possible high correlations between indices being

compared. Additionally, limitations of single-city studies must be recognized.

8.2.25.1 Particulate Matter Particle Size Evaluations

With regard to the relative importance of the fine and coarse fractions of inhalable PM,,
particles capable of reaching thoracic regions of the respiratory tract, at the time of the 1996 PM
AQCD only one acute mortality study (Schwartz et al., 1996a) had examined thisissue. That
study (which used GAM with default convergence criteriain analyzing Harvard Six-City study
data) suggested that fine particles (PM, ), distinctly more so than coarse fraction (PM ., )
particles, were associated with daily mortality. Recent reanalyses using GAM with more
stringent convergence criteria have yielded only slightly smaller PM, ¢ effect-size estimates
(Schwartz et a., 2003). It should also be noted that (a) the Klemm et a. (2000) reanalysis
reconstructed the data and replicated the original analyses (using GAM with default convergence

December 2003 8-53 DRAFT-DO NOT QUOTE OR CITE



© 00 N O o B~ W N P

W WRNNNDNDNNDNDNNNDNI EREERPRERPR R P P R
P O © 0 N o0 00 A WN P O © 0 N o 0 W N B O

criteria) and (b) the Klemm and Mason (2003) reanalysis, using GAM with stringent
convergence criteriaand GLM with parametric smoothers, also essentially reproduced the
original investigators' results.

Since the 1996 PM AQCD, several new studies have used size-fractionated PM datato
investigate the relative importance of fine (PM, ) versus coarse (PM ., 5) fraction particles.
Table 8-2 provides synopses of those studies with regard to the relative importance of the two
size fractions, as well as some characteristics of the data. The average levels of PM, . ranged
from about 13 to 30 pg/min the U.S. cities, but much higher average levels were measured in
Santiago, Chile (64.0 ug/m3). Ascan be seenin Table 8-2, in the northeastern U.S. cities
(Philadelphia, PA and Detroit, Ml), there was more PM,  mass than PM,, , ; mass on the
average;, whereas in the western U.S. (Phoenix, AZ; Coachella Valley, CA; Santa Clara County,
CA) the average PM ,, , s levels were higher than PM,, - levels. It should be noted that the three
Phoenix studies in Table 8-2 use much the same data set; all used fine and coarse particle data
from EPA’s 1995-1997 platform study. Seasonal differencesin PM component levels should
also be noted. For example, in Santa Clara County and in Santiago, Chile, winter PM,, . levels
averaged twice those during summer. The temporal correlation between PM, . and PM,,, ¢
ranged between 0.30 and 0.65. Such differences in ambient PM mix features from season to
season or from location to location complicates assessment of the relative importance of PM, ¢
and PM g, ..

To facilitate a quantitative overview of the effect size estimates and their corresponding
uncertainties from these studies, the percent excess risks are plotted in Figure 8-5. These
excluded the Clyde et al. study (for which the model specification did not obtain RRsfor PM,, 5
and PM ,, , - Separately) and the Smith et a. study (which did not present linear term RRs for
PM,cand PM,,,:). Note that, in most of the original studies, the RRs were computed for
comparable distributional features (e.g., interquartile range, mean, 5™ -to-95™ percentile, etc.).
However, the increments derived and their absolute values varied across studies; therefore, the
RRs used in deriving the excess risk estimates delineated in Figure 8-5 were re-computed for
consistent increments of 25 pg/m? for both PM, ; and PM,,,.. Note also that re-computing the
RRs per 25 ug/m? in some cases changed the relative effect size between PM,,; and PM,, , , but
it did not affect the relative significance. All of the studies found positive associations between
both the fine and coarse PM indices and increased mortality risk. However, most of the studies
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TABLE 8-2. SYNOPSISOF SHORT-TERM MORTALITY STUDIESTHAT
EXAMINED RELATIVE IMPORTANCE OF PM, AND PM , ,:

M eans (ug/md); ratio
of PM,.to PM,,; and
correlation between

Resultsregarding relative importance of

Author, City PM,.and PM ., PM, . versus PM ,, . and comments.

Farley (1999&  PM,;mean = 13; Of the various pollutants (including PM,,, PM, ¢, PM ., &,

2003)* PM,/PM,, =0.38; sulfates, nitrates, CoH, CO, NO,, and O,), the strongest

Santa Clara r=0.51. associations were found for ammonium nitrate and PM, .. PM, ¢

County, CA was significantly associated with mortality, but PM, , . was not,
separately and together in the model. Winter PM, 5 level is more
than twice that in summer. The daily number of O, ppb-hours
above 60 ppb was also significantly associated with mortality.

Ostro et al. PM, ¢ (Palm Springs Coarse particles dominate PM , in thislocale. PM,; was

(2000 & 2003)*  and Indio, respectively)  available only for the last 2.5 years; and a predictive model could

Coachella mean = 12.7, 16.8; not be developed, so that a direct comparison of PM, 5 and

Valley, CA PM,/PM,,=0.43,0.35; PM,,,;resultsisdifficult. Cardiovascular mortality was

r =0.46, 0.28. significantly associated with PM,, (and predicted PM ., ),

whereas PM,, . was mostly negatively (and not significant) at the
lags examined.

Clydeet d. PM,; mean = 13.8; Using the Bayesian Model Averaging that incorporates model

(2000) Phoenix,
AZ

PM,/PM , = 0.30;
r = 0.65.

selection uncertainty with 29 covariates (lags 0- to 3-day), the
effect of coarse particle (most consistent at lag 1 day) was
stronger than that for fine particles. The association was for
mortality defined for central Phoenix area where fine particles
(PM, ;) are expected to be uniform.

Mar et al. PM, . (TEOM) Cardiovascular mortality was significantly associated with both
(2000 & 2003)*  mean=13; PM,: (lags 1, 3, and 4) and PM,,, - (lag 0) with similar effect size
Phoenix, AZ PM,/PM,, = 0.28; estimates. Of all the pollutants (SO,, NO,, and elemental carbon
1995-1997 r=0.42. were also associated), CO was most significantly associated with
cardiovascular mortality.
Smith et al. Not reported, but likely Inlinear PM effect model, the authors found a statistically
(2000) same as Clyde's or significant mortality association with PM , ¢, but not with PM,, ¢.
Phoenix, AZ Mar’ s data from the In the models allowing for a threshold, they found evidence of a
same location. threshold for PM, ¢ (in the range of 20-25), but not for PM, «.
A seasonal interaction in the PM,, . effect was also reported: the
effect is highest in spring and summer when the anthropogenic
concentration of PM,, s islowest.
Lippmann et al. PM, s mean=18; Both PM, . and PM,,, , ; were positively (but not significantly)
(2000); PM,/PM,, =0.58; associated with mortality outcomesto a similar extent.
Ito, (2003)* r=0.42. Simultaneous inclusion of PM,; and PM ,,, s @so resulted in
Detroit, M| comparable effect sizes. Similar patterns were seen in hospital
1992-1994 admission outcomes.
Lipfert et a. PM, ;. mean=17.3; The authors conclude that no systematic differences were seen
(2000a) PM, /PM,, =0.72. according to particle size or chemistry. However, when PM,, .
Philadelphia, PA and PM,, , s were compared, PM,, . (at lag 1 or average of lag 0
1992-1995. and 1) was more significantly (with larger attributable risk
estimates) associated with cardiovascular mortality than PM ;..
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TABLE 8-2 (cont’d). SYNOPSISOF SHORT-TERM MORTALITY STUDIES
THAT EXAMINED RELATIVE IMPORTANCE OF PM,. AND PM .,

M eans (ug/md); ratio of
PM,.to PM,,; and
correlation between

Resultsregarding relative importance of

Author, City PM,sand PM ;5 PM, s versus PM , s and comments
Klemm and PM,, mean = 19.9; No significant associations were found for any of the pollutants
Mason (2000) PM,/PM,, = 0.65 examined, possibly dueto arelatively short study period (1-year).
Atlanta, GA The coefficient and t-ratio were larger for PM,  than for PM 5 ..
Klemm et al. Mean PM, . rangesfrom  Thisreanaysis of the Harvard Six-Cities time-series analysis by
(2000); Klemm 11.3t0 29.6; Schwartz et a. (1996a) found significant associations between
and Mason Mean PM,,, s ranges total mortality and PM,, - in 3 cities and in pooled effect, but no
(2003)* from 6.6 t0 16.1; significant association with PM,, , s in the reanalysis of the
6 U.S. cities Mean PM, /PM,, ranges  replication study for any city. These results essentially confirmed
from 50.1% to 66% in the findings of the original study by Schwartz et al. (1996a).
the six cities.
Chock et al. Data distribution not Seasona dependence of correlation among pollutants, multi-
(2000) reported. collinearity among pollutants, and instability of coefficients

Pittsburgh, PA

PM,/PM,, = 0.67

were all emphasized in discussion and conclusion. These
considerations and the small size of the data set (stratified by age
group and season) limit confidence in finding of no consistently
significant associations for any size fractions.

Burnett et al. PM, . mean=13.3; Both PM,.and PM,, , s were significantly associated with total
(2000); Burnett PM,/PM,, =0.51; non-accidental mortality. Results using varying extent of

and Goldberg r=0.37. smoothing of mortality temporal trends show that there is no
(2003)* consistent pattern of either PM mass index being more important.
8 Canadian The authors note that PM,,, , - Was more sensitive to the type of
cities smother and amount of smoothing.

Cifuenteset al. PM, ; mean=64.0; In GLM results for the whole years, only PM, ; and NO, were
(2000) PM, /PM,, =0.58; consistently significantly associated with total non-accidental
Santiago, Chile r=0.52. mortality.

1988-1996

Note: * next to author name indicates that the study was originally analyzed using GAM models only with default
convergence criteriausing at least two non-parametric smoothing terms.

did not have large enough sample sizes to separate out what often appear to be relatively small
differences in effect size estimates; but two of the studies do show distinctly larger mortality
associations with PM,  than for non-significant PM , , - effects. For example, the Klemm et al.
(2000) and Klemm and Mason’ s (2003) re-computation of the Harvard Six Cities time-series
study reconfirmed the original Schwartz et al. (1996a) finding that PM, s was significantly
associated with excess mortality, but PM,, , - across al cities was not (although the Schwartz

[20034] reanalyses reconfirmed the original findings of statistically significant PM,, , .-mortality
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Figure 8-5. Percent excessrisks estimated per 25 pg/m®increasein PM, . or PM ., from new studies evaluating
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indicatesreanalysis of data using GLM with natural splines. Other studiesused GLM or OLS.
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relationship in Steubenville, OH). Similar findings of PM, . being significantly associated with
mortality were obtained in Santa Clara County (Fairley, 1999; Fairley 2003). Two studies
suggested that PM ,, , - was more important than PM, .. CoachellaValley, CA (Ostro et a., 2000
& 2003) and Phoenix, AZ (Clyde et a., 2000). There were five studies in which the importance
of PM, ¢ and PM,, , s were considered to be similar or, at least, not distinguishable: Philadelphia,
PA (Lipfert et a., 2000a); Detroit, M1 (Lippmann et a., 2000; reanalysis by Ito 2003); Phoenix,
AZ (Mar et al., 2000 and reanalysisin 2003); Eight Canadian cities (Burnett at al., 2000;
reanalysis by Burnett and Goldberg, 2003); and Santiago, Chile (Cifuentes et al., 2000).

In the reanalysis (Burnett and Goldberg, 2003) of the Canadian 8-city study (Burnett et al.,
2000), the relative importance of PM, ¢ and PM,, , s was not clear, but both PM indices were
significant in single pollutant models. In GAM models (stringent convergence criteria) with
L OESS smoothers, PM, ; was more significant and showed larger risk estimates than PM ;.
However, in sensitivity analysis in which varying degrees of freedom for mortality temporal
trends were applied in GLM models, the effect size and significance for these PM indices were
often comparable. The authors commented that PM ,,, , - coefficient was more sensitive to the
extent of temporal smoothing than PM, ..

The Lippmann et a. (2000) results and areanalysis (Ito, 2003) for Detroit are also
noteworthy in that additional PM indices were evaluated besides those depicted in Figure 8-5,
and the overall results obtained may be helpful in comparing fine- versus coarse-mode PM
effects. In analyses of 1985 to 1990 data, PM-mortality relative risks and their statistical
significance were generally in descending order: PM,,, TSP-SO,?, and TSP-PM,,. For the
1992-1994 period, relative risks for equivalent distributional increment (e.g., IQR) were
comparable among PM,,, PM,, ., and PM, , - for both mortality and hospital admissions
categories; and SO, was more strongly associated with most outcomes than H*. Consideration
of the overall pattern of results led the authors to state that the mass of the smaller size index
could explain a substantial portion of the variation in the larger sizeindices. In these data, on
average, PM, . accounted for 60% of PM , (up to 80% on some days) and PM,, for 66% of TSP
mass. The temporal correlation between TSP and PM,; wasr = 0.63, and that for PM,, . and
PM,, wasr = 0.90, suggesting that much of the apparent larger particle effects may well be
mainly driven by temporally covarying smaller PM, . particles. The stronger associations for
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sulfates than H*, suggestive of non-acid fine particle effects, must be caveated by noting the very
low H* levels present (often at or near non-detection limit).

Three research groups, using different methods, have examined the same Phoenix, AZ data
set. While these groups used somewhat different approaches, there is some consistency among
their resultsin that PM, , - appeared to emerge as the likely more important predictor of
mortality versus PM,.. Inthe Clyde et a. (2000) analysis, PM-mortality associations were
found only for the geographic area where PM, ; was considered uniformly distributed, but the
association was with PM , 5, not PM, ;. Based on the Bayes Information Criterion, the highly
ranked models consistently included 1-day lagged PM .. Smith et al. (2000) analyses found
that, based on alinear PM effect, PM,,, s was significantly associated with total mortality, but
PM, . was not. However, Smith et al.’sfinding that PM, . may have athreshold effect further
complicates a simple comparison of the two size-fractionated mass concentration indices. In the
Mar et a. (2000 & 2003) analyses, cardiovascular mortality (CVM) was significantly associated
with both PM, s and PM,,,.. CVM was aso significantly associated with a motor vehicle source
category with loading of PM, ., EC, OC, CO, NO,, and some trace metals, as shown by the factor
analyses discussed later. The PM, 5 in Phoenix is mostly generated from motor vehicles,
whereas PM - consists mainly of two types of particles. (a) crusta particlesfrom natural
(wind blown dust) and anthropogenic (construction and road dust) processes, and (b) organic
particles from natural biogenic processes (endotoxin and molds) and anthropogenic (sewage
aeration) processes. The crustal particles, however, are also likely contaminated with metals
secondarily deposited over many years as the result of emissions from smelters operating until
recently in the Phoenix area.

In summary, the issue regarding the relative importance of PM, . and PM, ,- has not yet
been fully resolved. Caution in interpreting size-fraction PM studies is warranted due to the
problem of measurement error and the correlation between the two size fractions. Limitations of
single-city studies have been noted. While the limited sample size prevented clear statistical
distinction of the relative roles played by PM, . and PM, ., recent studies show mixed results,
with some studies suggesting coarse particle effects. The relative importance may also vary
depending on the chemical constituents in each size fraction, which may vary from city to city.
Nevertheless, a number of studies published since the 1996 PM AQCD do appear to substantiate
associations between PM,, . and increased total and/or CVD mortality. Consistent with the 1996
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PM AQCD findings, effect-size estimates from the new studies generally fall within the range of
about 2 to 6% excess total mortality per 25 pg/m* PM,,.. The coarse particle (PM,, ) effect-
Size estimates also tend to fall in the same range.

Crustal Particle Effects

Since the 1996 PM AQCD, severa studies have yielded interesting new information
concerning possible roles of crustal wind-blown particles or crustal particles within the fine
particle fraction (i.e., PM, ) in contributing to observed PM-mortality effects.

Schwartz et al. (1999), for example, investigated the association of coarse particle
concentrations with non-accidental deathsin Spokane, WA, where dust storms elevate coarse
PM concentrations. During the 1990-1997 period, 17 dust-storm days were identified. The
PM,, levels during those storms averaged 263 pg/m?, compared to 39 ug/me for the entire period.
The coarse particle domination of PM,, data on those dust-storm days was confirmed by a
separate measurement of PM,, and PM, , during a dust storm in August, 1996: the PM,, level
was 187 pg/m?, while PM, , was only 9.5 ug/m®. The deaths on the day of a dust storm were
contrasted with deaths on control days (n = 95 daysin the main analysisand 171 daysin the
sensitivity analysis), which are defined as the same day of the year in other years when dust
storms did not occur. The relative risk for dust-storm exposure was estimated using Poisson
regressions, adjusting for temperature, dewpoint, and day of the week. Various sensitivity
analyses considering different seasonal adjustment, year effects, and lags were conducted. The
expected relative risk for these storm days with an increment of 221 pg/m?® would be about 1.04,
based on PM ,, relative risk from past studies, but the estimated RR for high PM,, days was
found to be only 1.00 (95% CI = 0.95-1.05) per 50 pg/m*® PM,, change in this study. Schwartz
et a. concluded that there was no evidence to suggest that coarse (presumably crustal) particles
were associated with daily mortality.

Ostro et al. (2000 & 2003) analyzed the Coachella Valley, CA datafor 1989-1998. This
desert valley, where coarse particles of geologic origin comprise circa 50-60% of annual-average
PM,, (> 90% during wind episodes throughout the year), includes the cities of Palm Springs and
Indio, CA. Cardiovascular deaths were analyzed using GAM (with stringent convergence
criteria) and GLM Poisson models adjusting for temperature, humidity, day-of-week, season,
and time. The actual PM, . and PM,, , . data were available for the last 2.5 years. Predictive
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models for PM, ¢ and PM,, , s concentrations were developed for earlier years, but the model for
PM, s was not considered successful and, therefore, was not used. Thus, a strict comparison of
risk estimates for PM,;and PM ., ; in thisdata set is difficult. Cardiovascular mortality was
positively associated with both PM,, and PM,, , s @ multiple lags between 0 and 2 day lags;
whereas PM,, . coefficient was positive only at lag 4 day. These results hint at crustal particle
effects possibly being important in this desert situation, but the ability to discern more clearly the
role of fine particles would likely be improved by analyses of more years of actual datafor

PM,.

Laden et a. (2000) and Schwartz (2003b) analyzed Harvard Six-Cities Study data and Mar
et a. (2000) analyzed the Phoenix data to investigate the influence of crustal particlesin PM, ¢
samples on daily mortality. These studies are discussed in more detail in Section 8.2.2.4.3 on the
source-oriented evaluation of PM; and only the basic results regarding crustal particles are
mentioned here. The elemental abundance data (from X-ray fluorescence spectroscopy analysis
of daily filters) were analyzed to estimate the concentration of crustal particlesin PM, using
factor analysis. Then the association of mortality with fine crustal mass was estimated using
Poisson regression (regressing mortality on factor scores for “ crustal factor”), adjusting for time
trends and weather. No positive association was found between fine crustal mass factor and
mortality.

The above results, overall, mostly suggest that crustal particles (coarse or fine) per se are
not likely associated with daily mortality. However, as noted in the previous section, three
analyses of Phoenix, AZ data do suggest that PM ,,, , s was associated with mortality. The results
from one of the three studies (Smith et al., 2000) indicate that coarse particle-mortality
associations are stronger in spring and summer, when the anthropogenic portion of PM ., IS
lowest as determined by factor analysis. However, during spring and summer, biogenic
processes (e.g., wind-blown pollen fragments, fungal materials, endotoxins, and glucans) may
contribute more to the PM,, ; fraction in the Phoenix area, clouding any attribution of observed
PM,,, - effects there to crustal particles alone, per se. (See the discussion of bioaerosolsin
Chapter 7 and, also in Section 8.4.3 of this chapter).

December 2003 8-61 DRAFT-DO NOT QUOTE OR CITE



© 00 N O o b~ W N P

W WRNNNDNNDNDNNNDNI EREIERPRERR R P P R
P O © 0 N o0 00 A WN P O © 0 N o o W N B O

Ultrafine Particle Effects

Wichmann et a. (2000) evaluated the attribution of PM effects to specific size fractions,
including both the number concentration (NC) and mass concentration (MC) of particlesin a
given sizerange. To respond to the GAM convergence issues, Stolzel et al. (2003) reanalyzed
the data, using GAM with stringent convergence criteriaand GLM with natural splines. The
study was carried out in the small German city of Erfurt (pop. 200,000) in the former German
Democratic Republic. Erfurt was heavily polluted by particles and SO, in the 1980s, and excess
mortality was attributed to high levels of TSP by Spix et al. (1993). Concentrations of PM and
SO, have markedly dropped since then. The present study provides a much more detailed look
at the health effects of ultrafine particles (diameter < 0.1 um) than earlier studies and enables
examination of effectsin relation to number counts for fine and ultrafine particles, aswell asin
relation to their mass.

The Mobile Aerosol Spectrometer (MAS), devel oped by Gessellschaft fir
Strahlenforschung (GSF), produces number and mass concentrations in three size classes of
ultrafines (0.01 to 0.1 pm) and three size classes of larger fine particles (0.1 pum to 2.5 um). The
mass concentration MC,, , s iswell correlated with gravimetric PM, 5, and the number
concentration NC,,, , - iswell correlated with total particle counts from a condensation particle
counter (CPC). Mortality data were coded by cause of death, with some discrimination between
underlying causes and prevalent conditions of the deceased. In the reanalysis, daily mortality
data were fitted using a Poisson GAM (with stringent convergence criteria) and GLM, with
adjustments for weather variables, time trends, day of week, and particle indices. Weekly data
for al of Germany on influenza and similar diseases was also included in the model. Inthe
original analysis, two types of models were fitted; one used the best single-day lag for air
pollution and a second used the best polynomial distributed lag (PDL) model for air pollution.
Both linear (i.e., raw) and log-transformed pollution indices were examined. PDL modelsin the
original analysis generally had larger and more significant PM effects than single-day lag
models, but the reanalysis by Stolzel et al. (2003) focused on single-day lag results only.
Therefore, the numerical resultsin the following discussion will only include the single day lag
results from the reanalysis. 1t should be noted that, unlike most of the recent reanalyses that
have been conducted to address the GAM conversion issue, the reanaysis results from this study
were virtually unchanged from the original results.
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Both mass and number concentrations at the size ranges examined were mostly positively
(and significantly or nearly significantly) associated with total non-accidental mortality. The
best single-day lags reported were mostly 0 or 1 day lag for mass concentrations and the 4 day
lag for number concentrations. For example, the estimated excess risk for MC, ., a lag 1 day
was about 3.9% (Cl = 0, 7.7) per 25 pg/m®. The corresponding number for smaller fine particles,
MC, o110, Was 3.5% (Cl = -0.4, 7.7). For number concentration, the estimated excess risk for
NC,4..5 at lag 4 day was about 4.1% (Cl = -0.9, 9.3) per IQR (13,269 particles’cm®). The
corresponding number for smaller fine particles, NC, ;. ; o, Was 4.6% (Cl = -0.3, 9.7) per IQR
(12,690 particles’cm®). An examination of the all the results for MC, ., s and NC, o, o, Shown
for lags O through 5 days indicates that the associations were mostly positive for these mass and
number concentrations, except for the “dip” around 2 or 3 day lags.

The estimated excess risks are reduced, sometimes drastically, when co-pollutants
(especialy SO, and NO,) areincluded in atwo-pollutant model. Thisis not surprising, asthe
number and mass concentrations of various ultrafine and fine particlesin all size ranges are
rather well correlated with gaseous co-pollutants, except for the intermodal size range MC, .
The number correlations range from 0.44 to 0.62 with SO,, from 0.58 to 0.66 with NO,, and
from 0.53 to 0.70 with CO. The mass correlations range from 0.53 to 0.62 with SO,, from 0.48
to 0.60 with NO,, and from 0.56 to 0.62 with CO. The authors found that ultrafine particles, CO
and NO, form a group of pollutants strongly identified with motor vehicle traffic. Immediate
and delayed effects seemed to be independent in two-pollutant models, with single-day lags of O
to 1 daysand 4 to 5 days giving ‘best fits' to data. The delayed effect of ultrafine particles was
stronger than that for NO, or CO. The large decreases in excess risk for number concentration,
particularly when NO, is a co-pollutant with NC, ,, 4, Clearly involves a more complex structure
than simple correlation. The large decrease in excess risk when SO, is a co-pollutant with
MCy o125 IS ot readily explained and is discussed in some detail in Wichmann et al. (2000).

SO, isastrong predictor of excess mortality in this study; and its estimated effect islittle
changed when different particle indicators are included in a two-pollutant model. The authors
noted “. . .the [LOESS] smoothed dose response curve showed most of the association at the left
end, below 15 pg/m?, alevel at which effects were considered biologically implausible. . .”
Replacement of sulfur-rich surface coal has reduced mean SO, levelsin Erfurt from 456 pg/m?
in 1988 to 16.8 pug/m? during 1995 to 1998 and to 6 pg/m?*in 1998. The estimated
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concentration-response functions for SO, are very different for these time periods, comparing
Spix et al. (1993) versus Wichmann et al. (2000) results. Wichmann et al. concluded “ These
inconsistent results for SO, strongly suggested that SO, was not the causal agent but an indicator
for something else.” The authors offered no specific suggestions as to what the “something else”
might be, but they did finally conclude that their studies from Germany strongly supported PM
air pollution as being more relevant than SO, to observed mortality outcomes.

8.2.2.5.2 Chemical Components

Severa new studies from the U.S., Canada, and The Netherlands examined mortality
associations with specific chemical components of ambient PM. Table 8-3 shows the chemical
components examined in these studies; the mean concentrations for Coefficient of Haze (CoH),
sulfate, and H*; and indications of those components found to be associated with increased

mortality.

Coefficient of Haze, Elemental Carbon, and Organic Carbon

CoH is highly correlated with elemental carbon (EC) and is often considered as a good PM
index for motor vehicle sources, although other combustion processes such as space heating
likely also contribute to CoH levels. Several studies (Table 8-3) examined CoH; and, in most
cases, positive and significant associations with mortality outcomes were reported. In terms of
relative significance of CoH in comparison to other PM components, CoH was not the clearly
most significant PM component in most of these studies. The average level of CoH in these
studies ranged from 0.24 (Montreal, Quebec) to 0.5 (Santa Clara County, CA) 1000 linear feet.
The correlations between CoH and NO, or CO in these studies (8 largest Canadian cities; Santa
Clara County, CA) were moderately high (r .0.7 to 0.8) and suggested a likely motor vehicle
contribution. Both EC and OC were significant predictors of cardiovascular mortality in the
Phoenix study; their effect sizes per IQR were comparable to those for PM,,, PM, 5, and PM 5 .
Also, both EC and OC represented major mass fractions of PM, ¢ (11% and 38%, respectively)
and were correlated highly with PM,, . (r = 0.84 and 0.89, respectively). They were also highly
correlated with CO and NO, (r = 0.8 to 0.9), indicating their associations with an “automobile’
factor. Thus, the CoH and EC/OC results from the Mar et a. (2000 and 2003) study suggest that
PM components from motor vehicle sources are likely associated with mortality. In arecent
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TABLE 8-3. NEWLY AVAILABLE STUDIESOF MORTALITY
RELATIONSHIPSTO PM CHEMICAL COMPONENTS

Specific PM
Mean Mean components found to be
CoH SO,” Mean H* Other PM associated with mortality
Author, City (1000ft) (ugimd) (nmol/m?) components analyzed (comments).
Burnett et al. (2000); 0.26 26 PM,o, PM,, PM g &, PM,,, PM, ., CoH, sulfate, Zn, Ni,
Burnett and Goldberg and 47 trace elements and Fe were significantly
(2003)* 8 largest associated with total mortality in
Canadian cities, 1986- the original analysis. The
1996. reanalysis only analyzed mass
concentration indices.
Fairley (1999 & 05 18 PMy, PM,g, PM o, and  CoH, sulfate, nitrate, PM,,, and
2003)*; Santa Clara nitrate PM,, ¢ were associated with
County, CA. mortality. PM,.and nitrate most
significant.
Goldberg et a. (2000); 0.24 33 Predicted PM, ., and CoH and extinction coefficient
Goldberg and Burnett extinction coefficient were associated with the deaths
(2003); Goldberg et al. (visual- range derived). that were classified as having
(2003)* Montreal, congestive heart failure before
Quebec, Canada. death based on medical records.
1984-1993. Associations were stronger in
warm season.
Lipfert et al., (2000a) 0.28 51 8.0 Nepherometry, NH,", Essentially all PM components
Philadelphia, PA. TSP, PM,,, PM, ., and were associated with mortality.
1992-1995. PMio25
Lippmann et al. 5.2 8.8 PM,o, PM,c, and PMyy,c  PMy,, PM, ¢, and PM,,, s were
(2000); Ito (2003)* more significantly associated with
Detroit, MI. mortality outcomes than sulfate or
1992-1994. H*.
Klemm and Mason 5.2 8.8 Nitrate, EC, OC, “Interim” results based on one
(2000) oxygenated HC, PM,,, year of data. No statistically
Atlanta, GA PM, ., and PM 4,5 significant associations for any
1998-1999 pollutants. Those with t-ratio of at
least 1.0 were H*, PM,,, and
PM,..
Mar et a. (2000 & EC, OC, TC, PM,,, EC, OC, TC, PM,,, PM,, and
2003)* Phoenix, AZ. PM,., and PM 4,5 PM 4,5 Were associated with
1995-1997. cardiovascular mortality.
Tsal et al. (2000). 12.7 PM s, PM,, PM,, PM2.5, sulfate, CX, and
Newark, Elizabeth, cyclohexane-solubles ACE were significantly associated
and Camden, NJ. (CX), dichloromethane- with total and/or cardiovascular
1981-1983. solubles (DCM), and mortality in Newark and/or
acetone-solubles (ACE). Camden.
Hoek et al. 38 PM,,, BS, and nitrate Sulfate, nitrate, and BS were more
(2000 & 2003)* (median) consistently associated with total

The Netherlands.
1986-1994.

mortality than was PM .

*Note: The study was originally analyzed by GAM models only using default convergence criteriaand at least two non-parametric
smoothing terms and was recently reanalyzed by GAM using stringent convergence criteria and/or other non-GAM analyses.
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study in Montreal, Quebec, by Goldberg et al. (2000 and 2003), CoH appeared to be correl ated
with the congestive heart failure mortality (as classified based on medical records) more strongly
than other PM indices such as the visual-range derived extinction coefficient (considered to be
agood indicator of sulfate). However, the main focus of the study was the role of
cardiorespiratory risk factors for air pollution, and the investigators warned against comparing
the relative strength of associations among PM indices, pointing out complications such as likely
error involved in the visual range measurements. Additionally, the estimated PM, . values were
predicted from other PM indices, including CoH and extinction coefficient, making it difficult to

compare straightforwardly the relative importance of PM indices.

Sulfate and Hydrogen lon

Sulfate and H*, markers of acidic components of PM, have been hypothesized to be
especially harmful components of PM (Lippmann and Thurston, 1996). The newly available
studies that examined sulfate are shown in Table 8-3; two of them also analyzed H* data. The
sulfate concentrations ranged from 1.8 pg/m? (Santa Clara County, CA) to 12.7 ug/m? (three NJ
cities). Aside from the west versus east coast contrast, the higher levels observed in the three NJ
citiesare likely due to their study period coverage of the early 1980’s, when sulfate levels were
higher. Sulfate explained 25 to 30% of PM, ¢ massin eastern U.S. and Canadian cities, but it
was only 14% of PM, . massin Santa Clara County, CA. The H" levels measured in Detroit and
Philadelphiawere low. The mean H* concentration for Detroit, M| (the H* was actually
measured in Windsor, a Canadian city a few miles from downtown Detroit), 8.8 nmol/m?, was
low as compared to the reported detection limit of 15.1 nmol/m?® (Brook et al., 1997) for the
measurement system used in the study. Note that the corresponding detection limit for sulfate
was 3.6 nmol/m? (or 0.34 ug/m?); and the mean sulfate level for Detroit was 54 nmol/m? (or
5.2 pg/m?), so that the signal-to-noise ratio is expected to be higher for sulfate than for H*.
Thus, the ambient levels and possible relative measurement errors for these data should be
considered in interpreting the relative strength of mortality associations in these data.

Sulfate was a statistically significant predictor of mortality, at least in single pollutant
models, in: Santa Clara County, CA; Philadelphia, PA; Newark, NJ;, and Camden, NJ, but not in
Elizabeth, NJ; Detroit, MI; or Montreal, CN. However, it should be noted that the relative
significance across the cities is influenced by the sample size (both the daily mean death counts
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and number of days available), aswell as the range of sulfate levels and should be interpreted
with caution. Figure 8-6 shows the excess risks (+ 95% Cl) estimated per 5 pg/m? increasein
24-h sulfate reported in these studies compared to the reanalysis results of the earlier Six Cities
Study result by Klemm and Mason (2003). The largest estimate was seen for Santa Clara
County, CA; but the wide confidence band (possibly due to the small variance of the sulfate,
because its levels were low) should be taken into account. In addition, the sulfate effect in the
Santa Clara County analysis was eliminated once PM,  was included in the model, perhaps
being indicative of sulfate mainly serving as a surrogate for fine particlesin general there.

In any case, more weight should be accorded to estimates from other studies with narrower
confidence bands. In the other studies, the effect size estimates mostly ranged from about 1 to
4% per 5 ug/m® increase in 24-h sulfate.

Percent excess death (total non-accidental mortality)
per 5 pg/m?3 increase in sulfate

Klemm and Mason (2003)* -
Harvard 6 cities (recomputed) :

Fairley (2003)* — o
Santa Clara Co. ;

_______________________________________________________________________________________________________________________

Klemm et al. (2000) — f e
Atlanta, GA :

Lipfert et al. (2000a) | ®
Philadelphia, PA ]

Ito (2003)* — —
Detroit, MI :

—@&—— Newark

Tsal et al.(2000) — : o Camden
3 NJ cities :

Elizabeth

Figure8-6. Excessrisksestimated per 5 pg/m?increasein sulfate, based on the studiesin
which both PM,; and PM ,,, - data were available.
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The relative significance of sulfate and H* compared to other PM components is not
clear in the existing small number of publications. Because each study included different
combinations of co-pollutants that had different extents of correlation with sulfate and because
multiple mortality outcomes were analyzed, it is difficult to assess the overall importance of
sulfate across the available studies. The fact that the Lippmann et al. (2000) study and the
reanalysis by 1to (2003) found that Detroit, M| data on H* and sulfate were less significantly
associated with mortality than the size-fractionated PM mass indices may be due to acidic
aerosols levels being mostly below the detection limit in that data. In this case, it appears that
the Detroit PM components show mortality effects even without much acidic input.

In summary, assessment of new study results for individual chemical components of PM
suggest that an array of PM components (mainly fine particle constituents) are associated with
mortality outcomes, including CoH, EC, OC, sulfate, and nitrate. The variations seen with
regard to the relative significance of these PM components across studies may be in part dueto
differences in their concentrations from locale to locale. Thisissue isfurther discussed below as
part of the assessment of new studies involving source-oriented evaluation of PM components.

8.2.2.5.3 Source-Oriented Evaluations

Several new studies have conducted source-oriented evaluation of PM components.

In these studies, daily concentrations of PM components (i.e., trace elements) and gaseous
co-pollutants were analyzed using factor analysis to estimate daily concentrations due to
underlying source types (e.g., motor vehicle emissions, soil, etc.), which are weighted linear
combinations of associated individual variables. The mortality outcomes were then regressed on
those factors (factor scores) to estimate the effect of source types rather than just individual
variables. These studies differ in terms of specific objectives/focus, the size fractions from
which trace elements were extracted, and the way factor analysis was used (e.g., rotation). The
main findings from these studies regarding the source-types identified (or suggested) and their
associations with mortality outcomes are summarized in Table 8-4.

The Laden et a. (2000) analysis of Harvard Six Cities data for 1979-1988 (reanayzed by
Schwartz, 2003) aimed to identify distinct source-related fractions of PM, 5 and to examine each
fraction’ s association with mortality. Fifteen elementsin the fine fraction samples were
routinely found above their detection limits and included in the data analysis. For each of the six
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TABLE 8-4. SUMMARY OF SOURCE-ORIENTED EVALUATIONS OF PM
COMPONENTSIN RECENT STUDIES

Sour ce typesidentified (or suggested)

Sour ce types associated with mortality

Author, City and associated variables (Comments)
Ladenetal., Soil and crustal material: S Strongest increase in daily mortality was
(2000); Motor vehicle emissions: Pb associated with the mobile source factor.
Schwartz (2003)* Coal combustion: Se Coa combustion factor was also positively
Harvard Six Cities.  Fuel oil combustion: V associated with mortality. Crustal factor
1979-1988. Slt: Cl from fine particles not associated (negative
Note: the trace elements are from PM, ¢ but not s!gnificant) with mortality. Co_al .
samples and_ mobil e sources accoqnt for the majority
of fine particlesin each city.
Mar et al. PM, . (from DFPSS) trace elements: PM, . factorsresults: Motor vehicle factor
(2000 & 2003)* Motor vehicle emissionsand re-suspended (1 day lag), vegetative burning factor (3 day
Phoenix, AZ. road dust: Mn, Fe, Zn, Pb, OC, EC, CO, lag), and regional sulfate factor (O day lag)
1995-1997. and NO, were significantly positively associated

Tsai et a. (2000).
Newark, Elizabeth,
and Camden, NJ.
1981-1983.

Soil: Al, Si, and Fe

Vegetative burning: OC, and Kg
(soil-corrected potassium)

Local SO, sources: SO,
Regional sulfate: S

with cardiovascular mortality.

PM .., (from dichot) trace elements:

Soil: Al, Si, K, Ca, Mn, Fe, Sr, and Rb

A source of coarse fraction metals: Zn, Pb,
and Cu

A marineinfluence: Cl

Motor vehicle emissions: Pb, CO
Geological (Soil): Mn, Fe

Qil burning: V, Ni

Industrial: Zn, Cu, Cd (separately)
Sulfate/secondary aerosol: sulfate

Note: the trace elements are from PM 5
samples

Factors from dichot PM,,, ; trace elements
not analyzed for their associations with
mortality because of the small sample size
(every 3"-day samples from June 1996).

Oil burning, industry, secondary aerosol,
and motor vehicle factors were associated
with mortality.

*Note: The study was originally analyzed using GAM models only with default convergence criteria using at
least two non-parametric smoothing terms, but was later reanalyzed using more stringent convergence criteria
and/or other approaches.

cities, up to 5 common factors were identified from among the 15 elements, using specific
rotation factor analysis. Using the Procrustes rotation (atype of oblique rotation), the projection
of the single tracer for each factor was maximized. This specification of the tracer element was
based on (a) knowledge from previous source apportionment research; (b) the condition that the
regression of total fine mass on that element must result in a positive coefficient; and (c) the

identifications of additional local source factors that positively contributed to total fine mass
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regression. Three source factors were identified in all six cities: (1) asoil and crustal material
factor with Si as atracer; (2) amotor vehicle exhaust factor with Pb as atracer; and (3) a coal
combustion factor with Se as atracer. City-specific analyses also identified afuel combustion
factor (V), asalt factor (Cl), and selected metal factors (Ni, Zn, or Mn). Inthe original analysis
by Laden et al., a GAM Poisson regression model (with default convergence criteria), adjusting
for trend/season, day-of-week, and smooth function of temperature/dewpoint, was used to
estimate impacts of each source type (using absolute factor scores) simultaneously for each city.
In the reanalysis reported by Schwartz (2003a), GAM models with LOESS smoothers were
replaced with penalized splines. Summary estimates across cities were obtained by combining
the city-specific estimates, using inverse-variance weights. The identified factors and their
tracersare listed in Table 8-4. The reanalysis using penalized splines changed somewhat the risk
estimates for source-apportioned mass concentrations in each city compared to those in the
original GAM results (increasing estimates in some cities and reducing them in others), but the
combined estimates across the six cities did not change substantially. The combined estimates
indicated that the largest increase in daily mortality was associated with the mobile source
associated fine mass concentrations, with an excess death risk increase of 9.3% (95% CI: 4.0,
14.9) per 25 pug/m? source-apportioned PM, - (average of 0 and 1 day lags). The corresponding
value for the PM, . mass apportioned for the coal combustion factor was 2.0% (95% CI: -0.3,
4.4). The crustal factor was not associated with mortality (-5.1%; 95% CI = -13.9, 4.6).

Mar et al. (2000) analyzed PM,,, PM,,, s, PM, s measured by two methods, and various
sub-components of PM, ¢ for their associations with total (non-accidental) and cardiovascular
deaths in Phoenix, AZ during 1995-1997, using both individual PM components and factor
analysis-derived factor scores. Intheoriginal analysis, GAM Poisson models (with default
convergence criteria) were used and adjusted for season, temperature, and relative humidity.

In the reanalysis (Mar et al., 2003), GAM models with stringent convergence criteriaand GLM
models with natural splineswere used. Only cardiovascular mortality was analyzed in the
reanalysis; and the results for that category are summarized here. The evaluated air pollution
variables included O,, SO,, NO,, CO, TEOM PM,,, TEOM PM, ., TEOM PM,,,., DFPSS PM,,
S, Zn, Pb, sail, soil-corrected K (KS), nonsoil PM, OC, EC, and TC. Lags0 to 4 dayswere
evaluated. A factor analysis conducted on the chemical components of DFPSS PM, . (Al, Si, S,
Ca, Fe, Zn, Mn, Pb, Br, KS, OC, and EC) identified factors for motor vehicle emissions/re-
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suspended road dust; soil; vegetative burning; local SO, sources; and regiona sulfate (see
Table 8-4). Theresults of mortality regression with these factors suggested that the motor
vehicle factor (lag 1 day), vegetative burning factor (3 day lag), and regional sulfate factor

(O day lag) each had significant positive associations with cardiovascular mortality. The PM, ¢
mass was not apportioned to these factorsin this study; so information on the excess-deaths
estimate per source-apportioned PM,, ; concentrations was not available. The authors also
analyzed elements from dichot PM,, , - samples and identified soil, a source of coarse fraction
metal s (industry), and marine influence factors. However, these factors were not analyzed for
their associations with mortality outcomes due to the short measurement period (starting in June
1996 with every 3"-day sampling).

It should be noted here that the Smith et al. (2000) analysis of Phoenix data also included
factor analysis on the elements from the coarse fraction and identified essentially the same
factors (“asource of coarse fraction metals’ factor in Mar et a.’ s study was called “the
anthropogenic elements’ in Smith et al.’s study). While Smith et al. did not relate these factors
to mortality (due to asmall sample size), they did show that the anthropogenic elements were
low in summer and spring, when the PM ,, , ; effect was largest. These results suggest that the
PM ., s effects may not necessarily be due to anthropogenic components of the coarse particles,
biogenically-contaminated coarse particles perhaps being key during the warmer months (as
noted in Chapter 7 discussions of bioaerosols).

Tsai et al. (2000) conducted an exploratory analysis of mortality in relation to specific PM
source types for three New Jersey cities (Camden, Newark, and Elizabeth) using factor analysis -
Poisson regression techniques. During the three-year study period (1981-1983), extensive
chemical speciation datawere available, including nine trace elements, sulfate, and particul ate
organic matter. Total (excluding accidents and homicides), cardiovascular, and respiratory
mortality were analyzed. A factor analysis of trace elements and sulfate was first conducted and
identified several major source types. motor vehicle (Pb, CO); geological (Mn, Fe); ail burning
(V, Ni); industria (Zn, Cu); and sulfate/secondary aerosols (sulfate). In addition to Poisson
regression of mortality on these factors, an alternative approach was also used, in which the
inhalable particle mass (IPM, Dy, < 15 um) was first regressed on the factor scores of each of the
source types to apportion the PM mass and then the estimated daily PM mass for each source
type was included in Poisson regression, so that RR could be calculated per mass concentration

December 2003 8-71 DRAFT-DO NOT QUOTEORCITE



© 00 N o o~ W N P

W WRNNNDNNDNNNDNI EREERPRER R R P P R
P O © 0 N o0 0 R WN P O © 0 N o 0 W N P O

basis for each PM source type. Oil burning (V, Ni), various industrial sources (Zn, Cd), motor
vehicle (Pb, CO), and secondary aerosols, as well asthe individual PM indices |IPM, FPM

(Dg < 3.5 um), and sulfates, were all associated with total and/or cardiorespiratory mortality in
Newark and Camden, but not in Elizabeth. In Camden, the RRsfor the source-oriented PM were
higher (1.10) than those for individual PM indices (1.02).

In summary, these source-oriented factor analyses studies suggest that a number of source
types are associated with mortality, including motor vehicle emissions, coal combustion, oil
burning, and vegetative burning. The crustal factor from fine particles was not associated with
mortality in the Harvard Six Citiesdata. In Phoenix, where coarse particles were reported to be
associated with mortality, the associations between the factors related to coarse particles (soil,
marine influence, and anthropogenic elements) and mortality could not be evaluated due to the
small sample size. Thus, although some unresolved issues remain (mainly due to the lack of
sufficient data), the limited results from the source-oriented eval uation approach (using factor
analysis) thus far seem to implicate fine particles of anthropogenic origin as being most
important (versus crustal particles of geologic origin) in contributing to increased mortality risks.

8.2.2.6 New Assessmentsof Cause-Specific Mortality

Consistent with similar findings described in the 1996 PM AQCD, most of the newly
available studies summarized in Tables 8-1 and 8A-1 that examined non-accidental total,
circulatory, and respiratory mortality categories (e.g., Samet et al., 2000a,b and the reanalysis by
Dominici et al., 2002 and 2003) found significant PM associations with both cardiovascul ar
and/or respiratory-cause mortality. Several studies (e.g., Fairley, 1999), hisreanaysis, 2003;
Wordley et al., 1997; Prescott et al., 1998) reported estimated PM effects that were generally
higher for respiratory deaths than for circulatory or total deaths. Once again, the NMMAPS
results for U.S. cities are among those of particular note here due to the large study size and the
combined, pooled estimates derived for various U.S. regions.

The NMMAPS 90-cities analyses not only examined all-cause mortality (excluding
accidents), but also evaluated cardiorespiratory and other remaining causes of deaths. Results
were presented for all-cause, cardiorespiratory, and “other” mortality for lag 0, 1, and 2 days.
The investigators commented that, compared to the result for cardiorespiratory deaths showing
1.6% (Cl = 0.8, 2.4) increase per 50 ug/m*PM,, in aGLM model (versus 1.1% for total non-
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accidental mortality using GLM), there was |l ess evidence for non-cardiorespiratory deaths.
However, the estimates for “other” mortality, though less than half those for cardiorespiratory
mortality, were nevertheless positive, with afairly high posterior probability (e.g., 0.92 at lag 1
day) that the overall effects were greater than zero. It should be noted that the “ other” (other
than cardiorespiratory) underlying cause of mortality may include deaths that had contributing
cardiovascular or respiratory causes. For example, Lippmann et al. (2000) noted that the “ other”
(non-circulatory and non-respiratory) mortality showed seasonal cycles and apparent influenza
peaks, suggesting that this series may have also been influenced by respiratory contributing
causes. Thus, interpretation of the observed associations between PM and broad “ specific”
categories of underlying causes of death may not be straightforward.

Another U.S. study, that of Moolgavkar (2000a), evaluated possible PM effects on cause-
specific mortality across a broad range of lag times (0-5 days) in Cook Co., IL; Los Angeles Co.,
CA; and Maricopa Co., AZ. Total non-accidental mortality, as well as deaths related to
cardiovascular disease (CVD), cerebrovascular disease (CRV), and chronic obstructive lung
disease (COPD) were analyzed in the original study. The datafor Cook Co. and Maricopa Co.
were reanalyzed using GAM model with stringent convergence criteriaand GLM model with
natural splines (Moolgavkar, 2003). Cerebrovascular disease mortality was not reanalyzed
because there was little evidence of association for PM with this category at any lag in any of the
three counties analyzed. Moolgavkar reported that varying patterns of results were obtained for
PM indicesin evaluations of daily deaths related to CVD and COPD in the two counties. In the
Cook Co. (Chicago) area, the association of PM,, with CVD mortality was statistically
significant at alag of 3 days based on a single-pollutant analysis and remained significantly
associated with CVD deaths with a 3-day lag in two pollutant models including one or another of
CO, NO,, SO,, or O,. In Los Angeles single-pollutant analyses, CVD mortality was significantly
associated with PM , (2 day lag) and PM, (0 and 1 day lag). Their percent excess risk estimates
were up to twice those for total non-accidental mortality. In atwo-pollutant model with CO
(most strongly positively associated with mortality in Los Angeles Co. among the pollutants),
PM ,, risk estimates were reduced. However, PM, . excess risk estimates in the two-pol lutant
model with CO nearly doubled (2.5% per 25ug/m? increase in PM,, ; to 4.8% using GLM);
whereas that for CO became significantly negative. Obviously, CO and PM, . were correlated (r
~ 0.58), and the estimated associations were likely confounded between these two pollutantsin
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thislocale. With regard to COPD deaths, PM ,, was significantly associated with COPD
mortality (lag 2 days) in Cook Co., but in Los Angeles Co., both PM,, and (especially) PM, ¢
showed erratic associations with COPD mortality at varying lags, alternating positive and
negative (significantly, at lag 3 day) coefficients. The combination of the every 6"-day PM data
in Los Angeles (versus daily PM,, in Cook Co.) and relatively small daily counts for COPD
(median = 6/day versus 57/day for CV D) makes the effective sample size of COPD mortality
analysis small and the results unstable.

Zmirou et al. (1998) presented cause-specific mortality analyses results for 10 of the
12 APHEA European cities (APHEA1). Using Poisson autoregressive models parametrically
adjusting for trend, season, influenza epidemics, and weather, each pollutant’ s relative risk was
estimated for each city and “meta-analyses’ of city-specific estimates were conducted. The
pooled excess risk estimates for cardiovascular mortality were 1.0% (0.3, 1.7) per
25 pg/miincrease in BS and 2.0% (0.5, 3.0) per 50 pg/mincrease in SO, in western European
cities. The pooled risk estimates for respiratory mortality in the same cities were 2.0% (0.8, 3.2)
and 2.5% (1.5, 3.4) for BS and SO,, respectively.

Seeking unique cause-specificity of effects associated with various pollutants has been
difficult because the “ cause specific’ categories examined are typically rather broad (usually
cardiovascular and respiratory) and overlap and because cardiovascular and respiratory
conditions tend to occur together. Examinations of more specific cardiovascular and respiratory
subcategories may be necessary to test hypotheses about any specific mechanisms, but smaller
sample sizes for more specific sub-categories may make a meaningful analysis difficult. The
Hoek et al. (2000 and 2001) study and its reanalysis by Hoek (2003) took advantage of alarger
sampl e size to examine cause-specific mortality. The large sample size, including the whole
population of the Netherlands (mean daily total deaths ~330, or more than twice that of Los
Angeles County), allowed examination of specific cardiovascular causes of deaths. The
reanalysis using GAM with stringent convergence criteriaas well as GLM with natural splines
either did not change or even increased the effect estimates. Deaths due to heart failure,
arrhythmia, and cerebrovascular causes were more strongly (~2 to 4 times larger excess risks)
associated with air pollution than the overall cardiovascular deaths. The investigators concluded
that specific cardiovascular causes (such as heart failure) were more strongly associated with air
pollution than total cardiovascular mortality, but noted that the largest contribution to the
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association between air pollution and cardiovascular mortality was from ischemic heart disease
(about half of all CVD deaths). The analyses of specific respiratory causes, COPD, and
pneumoniayielded even larger risk estimates (e.g., ~ 6 to 10 times, respectively, larger than that
for overall cardiovascular deaths). Estimated PM ,, excess risks per 50 pg/m*® PM,, (average of
0 through 6 day lags) were 1.2% (0.2, 2.3), 0.9% (-0.8, 2.7), 2.7% (- 4.2, 10.1), 2.4% (- 2.3,
7.4),6.1% (1, 11.4), and 10.3% (3.7, 17.2), respectively, for total non-accidental, cardiovascular,
arrhythmia, heart failure, COPD, and pneumonia, using GAM models with stringent
convergence criteria. Thus, the results from this study with alarge effective sample size also
confirm past observations that PM risk estimates for specific causes of cardiovascular or
respiratory mortality can be larger than those estimated for total non-accidental mortality.

As mentioned earlier in the multi-cities results section, Schwartz (2003) reanalyzed data
from Braga et a. (2001) to examine the lag structure of PM,, associations with specific causes of
mortality inten U.S. cities. The pattern of larger PM,, excess risk estimates for respiratory
categories than for cardiovascular categories found in this study was similar to that in the Hoek
et a. analyses noted above. For example, the combined risk estimates across 10 cities per
50 pg/m?® increase in PM, (2-day mean) were 4.1% (2.5, 5.6), 7.7% (4.1, 11.5), and 11.0% (7,
15.1) for cardiovascular, COPD, and pneumonia, respectively, using GAM with stringent
convergence criteria. These values were even larger for unconstrained distributed lag models.

The Goldberg et a. (2000) study, and its reanalyses (Goldberg et al., 2003; Goldberg and
Burnett, 2003) in Montreal, CN, investigated the role of co-morbidity prior to deathsin
PM-mortality associations for various subcategories, including cancer, acute lower respiratory
disease, chronic coronary artery disease, and congestive heart failure (CHF). They could
classify deaths into these subcategories using medical records from the universal Quebec Health
Insurance Plan (QHIP). Thisway of classifying deaths would presumably take into account
more detailed information on the disease condition prior to death than the “underlying cause” in
the death records. Thus, the PM-mortality associations could be compared by using
subcategories classified from death records versus those classified from QHIP medical records.
The Goldberg and Burnett (2003) reanalysis found that total non-accidental mortality (which
was significantly associated with PM indicesin the original report using GAM with default
convergence criteria) was not associated with PM indicesin GLM models. They reported that
the associations between PM and non-accidental mortality were rather sensitive to weather
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model specification and did not find significant PM associations with most of the subcategories
as defined from either QHIP or underlying cause. However, they did find significant
associations between CoH, NO,, and SO, and the CHF deaths as defined from QHIP, but not the
CHF deaths as defined from underlying cause. The association was even stronger in warm
seasons. It should be noted, however, that while the period for this study was relatively long
(~10 years) and the counts for the total non-accidental deaths were not small (median = 36
deaths per day), the counts for various subcategories were quite small (e.g., CHF underlying
cause mortality mean = 0.75 per day).

Another study (Gouveia and Fletcher, 2000), using data from Sao Paulo, Brazil,
1991-1993, examined child mortality (age under 5 years). The Poisson auto-regressive model
included parametric terms (e.g., quadratic, two-piece linear temperature etc.) to adjust for
weather and temporal trends. Although Gouveia and Fletcher found significant associations
between air pollution and elderly mortality, they did not find statistically significant associations
between air pollution and child respiratory mortality (the PM ,, coefficient was negative and not
significant). However, it should be noted that the average daily respiratory mortality counts for
this study were relatively small (~2.4/day). With the modest length of observations (3 years),
the statistical power of the datawas likely less than desirable, and there may not have been
sufficient power to elucidate the range of short-term PM effects on child respiratory mortality.
Again, evaluation of the role of varying contributing conditions to PM-mortality associations are
often challenged by the sample size problem.

Overall, then, the above assessment of newly available studies provides interesting
additional new information with regard to cause-specific mortality related to ambient PM. That
is, agrowing number of studies continue to report increased cardiovascular- and respiratory-
related mortality risks as being significantly associated with ambient PM measures at one or
another varying lag times. When specific subcategories of cardiovascular disease were
examined in alarge population (The Netherlands study by Hoek et al.), some of the
subcategories such as heart failure were more strongly associated with PM and other pollutants
than total cardiovascular mortality. Largest effect estimates are most usually reported for 0-1
day lags (with some studies also now noting a second peak at 3-4 day lags). A few of the newer
studies also report associations of PM metrics with “other” (i.e., non-cardiorespiratory) causes,
aswell. However, at least some of these “ other” associations may also be due to seasonal cycles
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that include relationships to peaks in influenza epidemics that may imply respiratory
complications as a contributing cause to the “other” deaths. Alternately, the “other” category
may include sufficient numbers of deaths due to diabetes or other diseases which may also
involve cardiovascular complications as contributing causes. Varying degrees of robustness of
PM effects are seen in the newer studies, as typified by PM estimates in multiple pollutant
models containing gaseous co-pollutants. That is, some studies show little effect of gaseous
pollutant inclusion on estimated PM effect sizes, some show larger reductionsin PM effects to
non-significant levels upon such inclusion, and a number also report significant associations of
cardiovascular and respiratory effects with one or more gaseous co-pollutants. Thus, the newer
studies both further substantiate PM effects on cardiovascular- and respiratory-related mortality,
while also pointing toward possible significant contributions of gaseous pollutants to such cause-
specific mortality. The magnitudes of the PM effect size estimates are consistent with the range
of estimates derived from the few earlier available studies assessed in the 1996 PM AQCD.

8.2.2.7 Salient Points Derived from Assessment of Studies of Short-Term Particulate
Matter Exposur e Effectson Mortality

The most salient key points to be extracted from the above discussion of newly available
information on short-term PM exposures relationships to mortality can be summarized as follow:
PM,, effects estimates. Since the 1996 PM AQCD, there have been more than 80 new

time-series PM-mortality analyses published. Estimated mortality relative risksin these studies
are generally positive, statistically significant, and consistent with the previously reported PM-
mortality associations. However, due to the concerns regarding the GAM convergence issue,
guantitative eval uations were made here based only on the studies that either did not use GAM
Poisson model with default convergence criteria or on those studies that have reanalyzed the data
using more stringent convergence criteria and/or used fully parametric approaches. Of particular
importance are several studies which evaluated multiple cities using consistent data analytical
approaches. The NMMAPS analyses for the largest 90 U.S. cities (Samet et al., 2000a,b;
Dominici et a., 2002 and 2003), derived a combined nationwide excess risk estimate of about
1.4% (1.1% using GLM) increase in total (non-accidental) mortality per 50 pg/mincreasein
PM,,. Other well-conducted multi-city analyses, as well as various single city analyses, obtained
larger PM -effect size estimates for total non-accidental mortality, generally falling in the range

of 2 to 3.5% per 50 pg/mfincreasein PM,,. Thisis consistent with, but somewhat lower than,
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the range of PM, risk estimates given in the 1996 PM AQCD. However, somewhat more
geographic heterogeneity is evident among the newer multi-city study results than was the case
among the fewer studies assessed in the 1996 PM AQCD. Inthe NMMAPS analysis of the 90
largest U.S. cities data, for example, the risk estimates varied by U.S. geographic region, with
the estimate for the Northeast being the largest (approximately twice the nation-wide estimates).
The observed heterogeneity in the estimated PM risks across cities/regions could not be
explained by city-specific explanatory variables, such as mean levels of pollution and weather,
mortality rate, sociodemographic variables (e.g., median household income), urbanization, or
variables related to measurement error. Notable apparent heterogeneity was al so seen among
effects estimates for PM (and SO,) indices in the multi-city APHEA studies conducted in
European cities. In APHEAZ2, they found that several city-specific characteristics, such as NO,
levels and warm climate, were important effect modifiers. The issue of heterogeneity of effect
estimates is discussed further in Section 8.4.

Model specification Issue: Theinvestigations of the GAM convergence issue also led to
examination of the sensitivity of the PM risk estimates to different model specifications. Several
reanalyses examined the sensitivity of resultsto varying the degrees of freedom for smoothing of
weather and temporal trends. PM risk estimates were often reduced when more degrees of
freedom were given to model temporal trends. While what constitutes an “ adequate” extent of
smoothing (from an epidemiologic viewpoint) is currently not known, the overall assessment of
PM risk estimates should take into consideration the range of sensitivity of results to this aspect
of model specification.

Confounding and effect modification by other pollutants. Numerous new short-term PM
exposure studies not only continue to report significant associations between various PM indices
and mortality, but also between gaseous pollutants (O,, SO,, NO,, and CO) and mortality.

In most of these studies, simultaneous inclusions of gaseous pollutants in the regression models
did not meaningfully affect the PM-effect size estimates. This was the case for the NMMAPS
90 cities study with regard to the overall combined U.S. regional and nationwide risk estimates
derived for that study. Theissue of confounding is discussed further in Section 8.4.

Fine and coarse particle effects. Newly available studies provide generally positive (and
often statistically significant) PM, . associations with mortality, with effect size estimates falling
in the range reported in the 1996 PM AQCD. New results from Germany appear to implicate
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both ultrafine (nuclei-mode) and accumulation-mode fractions of urban ambient fine PM as
being important contributors to increased mortality risks. Asto the relative importance of fine
and coarse particles, in the 1996 PM AQCD there was only one acute mortality study (Schwartz
et a., 19964) that examined thisissue. The results of that study of six U.S. cities suggested that
fine particles (PM, ), were associated with daily mortality, but not coarse particles (PM 4., <),
except for in Steubenville, OH.. Now, eight studies have analyzed both PM, . and PM , s for
their associations with mortality. While the results from some of these new studies (e.g., the
Santa Clara County, CA analysis [Fairley, 1999]) did suggest that PM,, . was more important
than PM ,, , - in predicting mortality fluctuations, other studies (e.g., Phoenix, AZ analyses
[Clydeet d., 2000; Mar et al., 2000; Smith et al., 2000]) suggest that PM,, ,- may also be
important in at least some locations. Seasonal dependence of size-related PM component effects
observed in some of the studies complicates interpretations.

Chemical components of PM. Several new studies have examined the role of specific
chemical components of PM. The studies conducted in U.S., Canadian, and European cities
showed mortality associations with specific fine particle components of PM, including sulfate,
nitrate, and CoH; but their relative importance varied from city to city, likely depending on their
levels (e.g., no clear associations in those cities where H* and sulfate levels were very low, i.e.,
circanon-detection limits). The results of several studies that investigated the role of crustal
particles, although somewhat mixed, overall do not appear to support associations between
crustal particles and mortality (see also the discussion of source-oriented evaluations presented
below).

Source-oriented evaluations. Several studies conducted source-oriented eval uations of PM
components using factor analysis. The results from these studies generally indicated that several
combustion-related source-types are likely associated with mortality, including motor vehicle
emissions, coal combustion, oil burning, and vegetative burning. The crustal factor from fine
particles was not associated with total non-accidental mortality in the Harvard Six Cities data,
and the sail (i.e., crustal) factor from fine particles in the Phoenix data was not associated with
cardiovascular mortality. Thus, the source-oriented eval uations seem to implicate fine particles
of anthropogenic origin as being most important in contributing to increased mortality, but
generally do not support increased mortality risks being related to short-term exposures to crustal
materialsin U.S. ambient environments.
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Cause-specific mortality. Findings for new results concerning cause-specific mortality
comport well with those for total (non-accidental) mortality, the former showing generally larger
effect size estimates for cardiovascular, respiratory, and/or combined cardiorespiratory excess
risks than for total mortality risks. An analysis of specific cardiovascular causesin alarge
population (The Netherlands) suggested that specific causes of deaths (such as heart failure)
were more strongly associated with PM (and other pollutants) than total cardiovascular
mortality.

Lags. Ingeneral, maximum effect sizes for total mortality appear to be obtained with 0-1
day lags, with some studies indicating a second peak for 3-4 dayslags. Thereisalso some
evidence that, if effects distributed over multiple lag days are considered, the effect size may be
larger than for any single maximum-effect-size lag day. Lags are discussed further in
Section 8.4.

Threshold. Few new short-term mortality studies explicitly address the issue of thresholds.
One study that analyzed Phoenix, AZ data (Smith et al., 2000) did report some limited evidence
suggestive of a possible threshold for PM, .. However, several different analyses of larger PM
data sets across multiple cities (Dominici, et al., 2002; Daniels et al., 2000; and reanalysis by
Dominici et al., 2003) generally provide little or no support to indicate a threshold for PM
mortality effects. Threshold issues are discussed further in Section 8.4.

8.2.3 Mortality Effects of Long-Term Exposureto Ambient
Particulate M atter

8.2.3.1 StudiesPublished Prior to the 1996 Particulate Matter Criteria Document
8.2.3.1.1 Aggregate Population Cross-Sectional Chronic Exposure Studies

Mortality effects associated with chronic, long-term exposure to ambient PM have been
evaluated in cross-sectional studies and, more recently, in prospective cohort studies. A number
of older cross-sectional studies from the 1970s provided indications of increased mortality
associated with chronic (annual average) exposures to ambient PM, especially with respect to
fine mass or sulfate (SO,?) concentrations. However, questions unresolved at that time
regarding the adequacy of statistical adjustments for other potentially important covariates (e.g.,
cigarette smoking, economic status, etc.) across cities tended to limit the degree of confidence
that was placed by the 1996 PM AQCD (U.S. Environmental Protection Agency, 1996a) on such
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purely “ecological” studies or on quantitative estimates of PM effects derived from them.
Evidence comparing the toxicities of specific PM components was relatively limited, although
the sulfate and acid components were discussed in detail in the 1986 PM AQCD (U.S.
Environmental Protection Agency, 1986).

8.2.3.1.2 Semi-Individual (Prospective Cohort) Chronic Exposure Studies

Prospective cohort, semi-individual studies of mortality associated with chronic exposures
to air pollution of outdoor origins have yielded especially valuable insights into the adverse
health effects of long-term PM exposures. Such semi-individual cohort studies using subject-
specific information about relevant covariates (such as cigarette smoking, occupation, etc.)
typically are capable of providing more certain findings of long-term PM exposure effects than
are purely “ecological studies’ (Kinzli and Tager, 1997). The new, better designed cohort
studies, as discussed below, have largely confirmed the magnitude of PM effect estimates
derived from past cross-sectional studies.

The extensive Harvard Six-Cities Study (Dockery et al., 1993) and the American Cancer
Society (ACS) Study (Pope et al., 1995) agreed in their findings of statistically significant
positive associations between fine particles and excess mortality, although the ACS study did not
evauate the possible contributions of other air pollutants. Neither study considered multi-
pollutant models, although the Six-City study did examine various PM and gaseous pollutant
indices (including total particles, PM,., SO,? H*, SO,, and ozone), and found that sulfate and
PM, ¢ fine particles were most strongly associated with mortality. The excess RR estimates
originally reported for total mortality in the Six-Cities study (and 95 percent confidence
intervals, Cl) per incrementsin PM indicator levelswere: Excess RR = 18% (CI = 6.8%, 32%)
for 20 pg/m® PM ,,; excess RR = 13.0% (Cl = 4.2%, 23%) for 10 ug/m® PM,,; and excess RR =
13.4% (CI = 5.1%, 29%) for 5 pg/m?® SO, % The estimates for total mortality derived from the
ACS study were excess RR = 6.6% (CI = 3.5%, 9.8%) for 10 pg/m® PM, . and excess RR 3.5%
(Cl = 1.9%, 5.1%) for 5 pg/m® SO, 2. The ACS pollutant RR estimates were smaller than those
from the Six-Cities study, although their 95% confidence intervals overlap. In some casesin
these studies, the life-long cumulative exposure of the study cohorts included distinctly higher
past PM exposures, especially in cities with historically higher PM levels (e.g., Steubenville,
OH); but more current PM measurements were used to estimate the chronic PM exposures.
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In the ACS study, the pollutant exposure estimates were based on concentrations at the start of
the study (during 1979-1983). In addition, the average age of the ACS cohort was 56, which
could overestimate the pollutant RR estimates and perhaps underestimate the life-shortening
associated with PM associated mortality. Still, although caution must be exercised regarding use
of the reported quantitative risk estimates, the Six-Cities and ACS semi-individual studies
provided consistent evidence of significant mortality associations with long-term exposure to
ambient PM.

In contrast to the Six-Cities and ACS studies, early results reported by Abbey et al. (1991)
and Abbey et al. (1995a) from another prospective cohort study, the Adventist Health Study on
Smog (AHSMOG), found no significant mortality effects of previous PM exposurein a
relatively young cohort of California nonsmokers. However, these anayses used TSP as the PM
exposure metric, rather than more health-relevant PM metrics such as PM,, or PM,, , included
fewer subjects than the ACS study, and considered a shorter follow-up time than the Six-Cities
study (ten years versus 15 years for the Six-Cities study). Further, the AHSMOG study included
only nonsmokers (indicated by the Six-Cities Study as having lower pollutant RR’s than
smokers), suggesting that alonger follow-up time than considered in the past (10 years) might be
required to have sufficient power to detect significant pollution effects than would be needed in
studies that include smokers (such as the Six-Cities and ACS studies). Thus, greater emphasis
was placed in the 1996 PM AQCD on the results of the Six-Cities and ACS studies.

Overall, the previously available chronic PM exposure studies collectively indicated that
increases in mortality are associated with long-term exposure to ambient airborne particles; and
effect size estimates for total mortality associated with chronic PM exposure indices appeared to
be much larger than those reported from daily mortality PM studies. This suggested that a major
fraction of the reported mortality relative risk estimates associated with chronic PM exposure
likely reflects cumulative PM effects above and beyond those exerted by the sum of acute
exposure events (i.e., assuming that the latter are fully additive over time). The 1996 PM AQCD
(Chapter 12) reached several conclusions concerning four key questions about the prospective

cohort studies, as noted below:
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(1) Have potentially important confounding variables been omitted?

“Whileit isnot likely that the prospective cohort studies have overlooked plausible
confounding factors that can account for the large effects attributed to air pollution, there may be
some further adjustments in the estimated magnitude of these effects as individual and
community risk factors are included in the analyses.” These include individual variables such as
education, occupational exposure to dust and fumes, and physical activity, aswell as ecological
(community) variables such as regional location, migration, and income distribution. Further

refinement of the effects of smoking status may also prove useful.”

(2) Can the most important pollutant species be identified?

“The issue of confounding with co-pollutants has not been resolved for the prospective
cohort studies. . . Analytical strategies that could have allowed greater separation of air pollutant
effects have not yet been applied to the prospective cohort studies.” The ability to separate the
effects of different pollutants, each measured as along-term average on a community basis, was
clearly most limited in the Six Cities study. The ACS study offered a much larger number of
cities, but did not examine differences attributabl e to the spatial and temporal differencesin the
mix of particles and gaseous pollutants across the cities. The AHSMOG study constructed time-
and |ocation-dependent pollution metrics for most of its participants that might have allowed
such analyses, but no results were reported.

(3) Can thetime scalesfor long-term exposure effects be evaluated?

“Careful review of the published studiesindicated alack of attention to thisissue. Long-
term mortality studies have the potential to infer temporal relationships based on characterization
of changesin pollution levels over time. This potential was greater in the Six Cities and
AHSMOG studies because of the greater length of the historical air pollution data for the cohort
[and the availability of air pollution data throughout the study]. The chronic exposure studies,
taken together, suggest that there may be increases in mortality in disease categories that are
consistent with long-term exposure to airborne particles, and that at least some fraction of these
deaths are likely to occur between acute exposure episodes. If thisinterpretation is correct, then
at least some individuals may experience some years of reduction of life as a consequence of PM

exposure.”
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(4) Isit possible to identify pollutant thresholds that might be helpful in health assessments?
“Model specification searches for thresholds have not been reported for prospective cohort

studies. . . . Measurement error in pollution variables also complicates the search for potential

threshold effects. . . . The problems that complicate threshold detection in the popul ation-based

studies have a somewhat different character for the long-term studies.”

8.2.3.2 New Prospective Cohort Analyses of Mortality Related to Chronic Particulate
Matter Exposures

Considerable further progress has been made towards addressing the above issues. Asan
example, extensive reanalyses (Krewski et al., 2000) of the Six-Cities and ACS Studies
(sponsored by HEI), indicate that the published findings of the original investigators (Dockery
et a., 1993; Pope et a., 1995) are based on substantially valid data sets and statistical analyses.
The HEI reanalysis project demonstrated that small correctionsin input data have very little
effect on the findings and that alternative model specifications further substantiate the robustness
of the originally reported findings. In addition, some of the above key questions have been
further investigated by Krewski et al. (2000) via sensitivity analyses (in effect, new analyses) for
the Six City and ACS studies data sets, including consideration of a much wider range of
confounding variables. Newly published analyses of ACS data for more extended time periods
(Pope et a., 2002) further substantiate original findings and also provide much clearer, stronger
evidence for ambient PM exposure rel ationships with increased lung cancer risk. Newer
published analyses of AHSMOG data (Abbey et a., 1999; Beeson et a., 1998) aso extend the
ASHMOG findings and show some analytic outcomes different from earlier analyses reported
out from the study. Resultsfrom the Veterans' Administration- Washington University
(hereafter called “VA”) prospective cohort study are also now available (Lipfert et al., 2000b).
Other additional, new studies suggestive of possible effects of sub-chronic PM exposures on
fetal and infant development/mortality (Woodruff et al., 1997; Lipfert, 2000; Chen et al., 2002)
are also discussed below.

8.2.3.2.1 Health Effects I nstitute Reanalyses of the Six-Citiesand ACS Studies

The overall objective of the HEI “Particle Epidemiology Reanalysis Project” wasto
conduct arigorous and independent assessment of the findings of the Six Cities (Dockery et al.,
1993) and ACS (Pope et al., 1995) Studies of air pollution and mortality. The following
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description of approach, key results, and conclusionsislargely extracted from the Executive
Summary of the HEI final report (Krewski et al., 2000). The HEI-sponsored reanaysis effort
was approached in two steps:

* Partl: Replication and Validation. The Reanalysis Team sought to test (a) whether the
original studies could be replicated via a quality assurance audit of a sample of the original

data and (b) whether the original numeric results could be validated.
e Partll: Sensitivity Analyses. The Reanalysis Team tested the robustness of the original

analyses to alternate risk models and analytic approaches.

The Part | audit of the study population data for both the Six Cities and ACS Studies and of
the air quality datain the Six Cities Study revealed that data were of generally high quality with
few exceptions. In both studies, afew errors were found in the data coding for and exclusion of
certain subjects; but when those subjects were included in the analyses, they did not materially
change the results from those originally reported. Because the air quality data used in the ACS
Study could not be audited, a separate air quality database was constructed for the sensitivity
analysesin Part 1.

The Reanalysis Team was abl e to replicate the original results for both studies using the
same data and statistical methods as used by the original investigators, as shown in Table 8-5.
The Reanalysis Team confirmed the original point estimates. For the Six Cities Study, they
reported the excess relative risk of mortality from all causes associated with an increase in fine
particles of 10 pg/md to be 14%, close to the 13% reported by the original investigators. For the
ACS Study, they reported the relative risk of all-cause mortality associated with a 10 pg/m?
increase in fine particles to be 7.0% in the reanalysis, close to the original 6.6% value.

The Part |1 sensitivity analysis applied an array of different models and variables to
determine whether the original results would remain robust to different analytic assumptions and
model specifications. The Reanalysis Team first applied the standard Cox model used by the
original investigators and included variables in the model for which data were available from
both original studies, but had not been used in the published analyses (e.g., physical activity,
lung function, marital status). The Reanalysis Team also designed models to include interactions
between variables. None of these alternative models produced results that materially altered the
origina findings.
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TABLE 8-5. COMPARISON OF SIX CITIESAND AMERICAN CANCER SOCIETY
(ACS) STUDY FINDINGS FROM ORIGINAL INVESTIGATORSAND HEALTH
EFFECTSINSTITUTE REANALYSIS

Type of Hedlth

Effect & Location Indicator Mortality Risk per Increment in PM?#
Origina Investigators Total Mortality Cardiopulmonary Mortality
Findings Excess Relative Risk (95% CI)  Excess Relative Risk (95% Cl)
Six City® PM,. 13% (4.2%, 23%) 18% (6.0%, 32%)
Six City® PM 4510 18% (6.8%, 32%) e
ACS Study® PM, 6.6% (3.5%, 9.8%) 12% (6.7%, 17%)
HEI reanalysis Phase l:
Replication
Six City Reanalysis® PM, 14% (5.4%, 23%) 19% (6.5%, 33%)
PM 19% (6.1%, 34%) 20% (2.9%, 41%)
ACS Study Reanalysis” PM, 7.0% (3.9%, 10%) 12% (7.4%, 17%)
PM . (dichot) 4.1% (0.9%, 7.4%) 7.3% (3.0%, 12%)
PM . (SSI) 1.6% (-0.8%, 4.1%) 5.7% (2.5%, 9.0%)

®Estimates calculated on the basis of differences between the most-polluted and least-polluted cities, scaled to
increments of 20 pug/m?® increase for PM,, and 10 ug/m? increments for PM, and PM, 5.

PDockery et al. (1993).

‘Pope et al. (1995).

9K rewski et al. (2000).

°Results presented only by smoking category subgroup.

Next, for both the Six Cities and ACS Studies, the Reanalysis Team investigated the
possible effects of fine particles and sulfate on arange of potentially susceptible subgroups of
the population. These analyses did not find differences in PM-mortality associations among
subgroups based on various personal characteristics (e.g., including gender, smoking
status,exposure to occupational dusts and fumes, and marital status). However, estimated effects
of fine particles did vary with educational level: the association between an increase in fine
particles and mortality tended to be higher for individuals without a high school education than
for those with more education. The Reanalysis Team postulated that this finding could be
attributable to some unidentified socioeconomic effect modifier. The authors concluded “ The
Reanalysis Team found little evidence that questionnaire variables had led to confounding in
either study, thereby strengthening the conclusion that the observed association between fine
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particle air pollution and mortality was not the result of acritical covariate that had been
neglected by the Origina Investigators.” (Krewski et al., 2000, pp. 219-220).

In the ACS study, the Reanalysis Team tested whether the relationship between ambient
concentrations and mortality was linear. They found some indications of both linear and
nonlinear relationships, depending upon the analytic technigque used, suggesting that the shapes
of the concentration-response relationships warrant additional research in the future.

One of the criticisms of both original studies has been that neither analyzed the effects of
changein pollutant levels over time. In the Six Cities Study, for which such data were available,
the Reanalysis Team tested whether effect estimates changed when certain key risk factors
(smoking, body mass index, and air pollution) were allowed to vary over time. In general, the
reanalysis results did not change when smoking and body mass index were allowed to vary over
time. The Reanalysis Team did find for the Six Cities Study, however, that when the general
decline in fine particle levels over the monitoring period was included as a time-dependent
variable, the association between fine particles and all-cause mortality was reduced (Excess
RR = 10.4%, 95% CI = 1.5%, 20%). Thiswould be expected, because the most polluted cities
would likely have the greatest decline as pollution controls were applied. Despite this
adjustment, the PM,, . effect estimate continued to be positive and statistically significant.

To test the validity of the original ACS air quality data, the Reanalysis Team constructed
and applied its own air quality dataset from available historical data. In particular, sulfate levels
with and without adjustment were found to differ by about 10% for the Six Cities Study. Both
the original ACS Study air quality data and the newly constructed dataset contained sulfate
levelsinflated by 50% due to artifactual sulfate. For the Six Cities Study, the relative risks of
mortality were essentially unchanged with adjusted or unadjusted sulfate. For the ACS Study,
adjusting for artifactual sulfate resulted in slightly higher relative risks of mortality from all
causes and cardiopulmonary disease compared with unadjusted data, while the relative risk of
mortality from lung cancer was lower after the data had been adjusted. Thus, the Reanalysis
Team found essentially the same results as the original Harvard Six-Cities and ACS studies,
even after using independently developed pollution data sets and adjusting for sulfate artifact.

Because of the limited statistical power to conduct most model specification sensitivity
analyses for the Six Cities Study, the Reanalysis Team conducted the mgjority of its sensitivity
analyses using only the ACS Study dataset that considered 151 cities. When arange of city-
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level (ecologic) variables (e.g., population change, measures of income, maximum temperature,
number of hospital beds, water hardness) were included in the analyses, the results generally did
not change. The only exception was that associations with fine particles and sulfate were
reduced when city-level measures of population change or SO, were included in the model.

A magjor product of the Reanalysis Project is the determination that both pollutant variables
and mortality appear to be spatially correlated in the ACS Study dataset. If not identified and
modeled correctly, spatial correlation could cause substantial errorsin both the regression
coefficients and their standard errors. The Reanaysis Team identified several methods for
addressing this, each of which resulted in some reduction in the estimated regression
coefficients. The full implications and interpretations of spatial correlationsin these analyses
have not been resolved and were noted to be an important subject for future research.

When the Reanalysis Team sought to take into account both the underlying variation from
city to city (random effects) and variation from the spatial correlation between cities, positive
associations were still found between mortality and sulfates or fine particles. Results of various
models, using alternative methods to address spatial autocorrelation and including different
ecologic covariates, found fine particle-mortality associations that ranged from 1.11 to 1.29 (the
RR reported by origina investigators was 1.17) per 24.5 ug/méincrease in PM, .. With the
exception of SO,, consideration of other pollutants in these models did not alter the associations
found with sulfates. The authors reported associations that were stronger for SO, than for
sulfate, which may indicate that artifactual sulfate was “picking up” some of the SO, association,
perhaps because the sulfate artifact isin part proportional to the prevailing SO, concentration
(Coutant, 1977). It should be recognized that the Reanalysis Team did not use data adjusted for
artifactual sulfate for most alternative analyses. When they did use adjusted sulfate data, relative
risks of mortality from all causes and cardiopulmonary disease increased. This result suggests
that more analyses with adjusted sulfate might result in somewhat higher relative risks associated
with sulfate. The Reanalysis Team concluded: “it suggests that uncontrolled spatial
autocorrelation accounts for 24% to 64% of the observed relation. Nonetheless, all our models
continued to show an association between elevated risks of mortality and exposure to airborne
sulfate” (Krewski et al., 2000, p. 230).

In summary, the reanalyses generally confirmed the original investigators' findings of
associations between mortality and long-term exposure to PM, while recognizing that increased
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mortality may be attributable to more than one ambient air pollution component. Regarding the
validity of the published Harvard Six-Cities and ACS Studies, the HEI Reanalysis Report
concluded that “Overall, the reanalyses assured the quality of the original data, replicated the
original results, and tested those results against alternative risk models and analytic approaches
without substantively altering the original findings of an association between indicators of
particulate matter air pollution and mortality.”

In afurther analyses of the Harvard Six City study cohort using a Poisson regression
model, Villeneuve et al. (2002) evaluated the relationship between fixed-in-time and time-
dependent measures of PM,, . and the risk of mortality among adult, Caucasian participants. The
RR of mortality using the Poisson method based upon city-specific exposures that remained
constant during the follow up was 1.31 (ClI = 1.12 - 1.52), which is similar to results derived
from the Cox model used in the original analysis. However, the authors report that “ The RR of
mortality due to PM, . exposure decreased when time-dependent measures of air pollution were
modeled (Table 8-6). Specifically, when the mean PM, . level within each city during each
period of follow-up was modeled, the RR was 1.16 (95% CI = 1.02 — 1.32). The authors noted
that “there were considerable variations in mortality rates across the calendar periods that were
modeled,” and that “the magnitude of these variations in mortality rates may have dampened any
real PM, ¢ effect on mortality.” Villeneuve et a. (2002) concluded that the “ attenuated risk of
mortality that was observed with atime-dependent index of PM,, . is due to the combined
influence of city-specific variations in mortality rates and decreasing levels of air pollution that
occurred during follow-up.”

Similar results were observed by Villeneuve et al. (2002) irrespective of the exposure
window considered. They used various time-dependent indices denoting exposures received in
the last two years of follow-up and (b) for exposures lagged 3 -4 and > 5 years. Effect
modification was evaluated by fitting interaction terms that consisted of PM, . exposure and
individual risk factors (body mass index, education, smoking, age, gender, and occupational
exposure to dusts). The significance of thisterm was formally tested by constructing a
likelihood ratio test statistic. An interaction effect between PM,, . exposure and age was
observed (p < 0.05), and they therefore presented stratified analysis by age group (< 60,
> 60 years). For each index of PM,;, the RR of all-cause mortality was more pronounced among
subjects < 60 years old. There was no effect modification between PM, . and the other
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TABLE 8-6. RELATIVE RISK? OF ALL-CAUSE MORTALITY FOR
SELECTED INDICES OF EXPOSURE TO FINE PARTICULATE MATTER
(per 18.6 pg/m?®) BASED ON MULTIVARIATE POISSON REGRESSION ANALYSIS,
BY AGE GROUP, FOR HARVARD SIX CITY STUDY DATA®

Age Group (years)

Model PM, . Exposure City Specific Index Total <60 > 60

1 Exposure to PM, . remained fixed over 131(1.12-152) 1.89(1.32-2.69) 1.21(1.02-1.43)
the entire follow up period.

2 Exposureto PM, . was defined according 1.19(1.04-1.36) 1.52(1.15-2.00) 1.11(0.95-1.29)
to 13 calendar periods (no smoothing).?

3 Exposure to PM, ¢ was defined according 1.16 (1.02—-1.32) 1.43(1.10-1.85) 1.09(0.93-1.26)
to 13 calendar periods (smoothed).

4 Time dependent estimate of PM,, . 116 (1.02-1.31) 1.42(1.09-1.82) 1.08(0.94—1.25)
received during the previous two years.

5 Time dependent estimate of PM,, ¢ 1.14(1.02-1.27) 1.35(1.08-1.87) 1.08(0.95-1.22)
received 3 - 5 years before current year.

6 Time dependent estimate of PM,, . 1.14(1.05-1.23) 1.34(1.11-1.59) 1.09(0.99-1.20)
received > 5 years before current year.

@ Relative risks were adjusted by age, gender, body mass, index, education, number of years smoked (at baseline),
occupational exposures and number of cigarettes smoked weekly.

® For each city, exposure to PM, 5 was estimated for 13 calendar periods using loglinear regression based on
annua mean PM,,. levels. The calendar periods used were: 1970-1978, 1979, 1981, . . . 1989, and 1990+.
PM 2.5 associations with all-cause mortality assessed for male Caucasian participantsin Six Cities Study.

Source: Villeneuve et a. (2002).

individual risk factors. The RR for PM-associated mortality did not depend on when exposure
occurred in relation to death, possibly because dof little variation between the time-dependent
city-specific PM, . exposure indices (r > 0.9) and the fact that the rank ordering of the cities

changed little during follow-up.

8.2.3.2.2 The ACS Study Extension

Pope et al. (2002) extended the analyses (Pope et al., 1995) and reanalyses (Krewski et al.,
2000) of the ACS CPS-11 cohort to include an additional eight years of follow-up data. The new
study has a number of advantages over the previous analyses, in that it (a) doubles the follow-up
time from eight to sixteen years and triples the number of deaths; (b) expands the ambient air
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pollution data substantially, including two recent years of fine particle data and adding data on
gaseous co-pollutants; (c) improves statistical adjustments for occupational exposure;

(d) incorporates data on dietary covariates believed to be important factors in mortality,
including total fat consumption, and consumption of vegetables, citrus fruit, and high-fiber
grains, and (e) uses recent devel opments in non-parametric spatial smoothing and random effects
statistical models as input to the Cox proportional hazards model. Each participant was
identified with a specific metropolitan area, and mean pollutant concentrations were cal cul ated
for al metropolitan areas with ambient air monitors in the one to two years prior to enrollment.
Ambient pollution during the follow-up period was extracted from the AIRS data base.
Averages of daily averages of the gaseous pollutants were used except for ozone, where the
average daily 1-hour maximum was calculated for the whole year and for the typical peak ozone
quarter (July, August, September). Mean sulfate concentrations for 1990 were calculated from
archived quartz filters, virtually eliminating the historical sulfate artifact leading to
overestimation of sulfate concentrations.

The Krewski et al. (2000), Burnett et al. (2001a), and Pope et al. (2002) studies were
concerned that survival times of participantsin nearby locations might not be independent of
each other, due to missing, unmeasured, or mis-measured risk factors or their surrogates that
may be spatially correlated with air pollution, thus violating an important assumption of the Cox
proportional hazards model. Thus, model fitting proceeded in two stages, the first of which was
an adjusted relative risk model with a standard Cox proportiona hazards model including
individual-specific covariates and indicator variables for each metropolitan area, but not air
pollutants. In the second stage, the adjusted log(relative risks) were fitted to fine particle
concentrations or other air pollutants by a random effects linear regression model.

Models were estimated separately for each of four mortality (total, cardiopulmonary, lung
cancer, and causes other than cardiopulmonary or lung cancer deaths) endpoints for the entire
follow-up period and for fine particles in three time periods (1979-1983, 1999-2000, and the
average of the mean concentrations in these two periods). The results are shown in Table 8-7.
Figures 8-7, 8-8, and 8-9 show the results displayed in Figures 2, 3, and 5 of Pope et al. (2002).
Figure 8-7 shows that a smooth non-parametric model can be reasonably approximated by a
linear model for all-cause mortality, cardiopulmonary mortality, and other mortality; but the

log(relative risk) model for lung cancer appears to be non-linear, with a steep linear slope up to
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TABLE 87. SUMMARY OF RESULTSFROM THE EXTENDED ACS STUDY"

PM, ., aver age over PM, ., average over PM,., average over all
Cause of death 1979-1983 1999-2000 seven years
All causes 4.1% (0.8, 7.5%) 5.9% (2.0, 9.9%) 6.2% (1.6, 11.0%)
Cardiopulmonary 5.9% (1.5, 10.5%) 7.9% (2.3, 14.0%) 9.3% (3.3, 15.8%)
Lung cancer 8.2% (1.1, 15.8%) 12.7% (4.1, 21.9%) 13.5% (4.4, 23.4%)
Other 0.8% (-3.0, 4.8%) 0.9% (-3.4,5.5%) 0.5% (-4.8, 6.1%)

"Adjusted mortality excess risk ratios (95% confidence limits) per 10 pg/me® PM, 5 by cause of death associated
with each of the multi-year averages of fine particle concentrations. The multi-year average concentrations are
used as predictors of cause-specific mortality for all of the 16 years (1982-1998) of the ACS follow-up study.
The excessrisk ratios are obtained from the baseline random effects Cox proportional hazards models adjusted
for age, gender, race, smoking, education, marital status, BMI, alcohol consumption, occupational dust exposure,
and diet. Based on Table 2 in Pope et a. (2002) and more precise data from authors (G. Thurston, personal

communication, March 13, 2002).
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Figure8-7. Natural logarithm of relativerisk for total and cause-specific mortality per
10 ug/m?® PM,, . (approximately the excessrelativerisk asa fraction), with

smoothed concentr ation-response functions. Based on Pope et al. (2002) mean

curve (solid line) with pointwise 95% confidenceintervals (dashed lines).
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an annual mean concentration of about 13 pg/m® and aflatter linear slope at fine particle
concentrations > 13 pg/m?.

Figure 4 in Pope et al. (2002) shows results for the stratified first-stage models. ages
<60 and > 69 yr are marginally significant for total mortality; ages > 70 are significant for
cardiopulmonary mortality; and ages 60-69 for lung cancer mortality. Men are at significantly
higher risk for total and lung cancer mortality than are women, but slightly less so for
cardiopulmonary mortality (although still significant). Log(RR) decreases significantly from
individuals with less than to those with more than a high school education, replicating findings
in Krewski et al. (2000), but with twice the time on study. Including smoking status showed
increased fine particle RR for cardiopulmonary and lung cancer mortality in never-smokers and
least effect in current smokers; however, for total mortality, significant or near-significant effects
occurred in both current and never-smokers, but not former smokers.

The second-stage random effects models on the right side of Figure 8-8 have much wider
confidence intervals than the first-stage models, but are still statistically significant for total,
cardiopulmonary, and lung cancer mortality. Spatial smoothing decreased the magnitude and
significance of the fine particle effect for total mortality. For cardiopulmonary mortality, spatial
smoothing increased the magnitude of the RR and its significance by reducing the width of the
confidence intervalsin the “50%-span” and “lowest variance” smoothing methods. For lung
cancer mortality, spatial smoothing little changed the magnitude of the RR, but increased its
significance by reducing the width of confidence intervalsin the “50%-span” and “lowest
variance” smoothing methods.

Figure 8-9 shows statistically significant relationships between fine particles and total,
cardiopulmonary, and lung cancer mortality no matter which averaging span was used for PM,
and dlightly larger effect estimates for the average concentration of the 1979-1983 and
1999-2000 intervals. PM; for 1979-1983 is significantly associated with cardiopulmonary
mortalityand marginally with total mortality; whereas 1987-1996 PM .. is not quite significantly
associated with cardiopulmonary mortality. Coarse particles (PM ¢ ,:) and TSP are not
significantly associated with any endpoint, but are positively associated with cardiopulmonary
mortality. Sulfate particles are very significantly associated with all endpoints, including

mortality from all other causes, but only marginally for lung cancer mortality using 1990 filters.
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Figure 8-9 a so shows highly positive significant relationships between SO, and total,
cardiopulmonary, and other-causes mortality, but a weaker SO, association with lung cancer
mortality. Only ozone using only the third quarter for 1982-1998 showed a marginally
significant relationship with cardiopulmonary mortality, but not the year-round average. The
other criteria pollutants, CO and NO,, are neither significantly nor positively related to any
mortality endpoint, unlike some findings for acute PM exposure-mortality studies.

This paper is noteworthy because it confirms that the general pattern of findingsin the first
eight years of the study (Pope et al., 1995; Krewski et al., 2000) can be reasonably extrapol ated
to the patterns that remain present with twice the length of time on study and three times the
number of deaths. Asshown later in Table 8-11, the excess relative risk estimate (95% CI) per
10 pg/m?® PM,, for total mortality in the original ACS study (Pope et al., 1995) was 6.6% (3.6,
9.9%); inthe ACS reanalysis (Krewski et al., 2000) it was 7.0% (3.9, 10%); and, in the extended
ACS data set (Pope et al., 2002), it was 4.1% (0.8, 7.5%) using the 1979-1983 data and 6.2%
(1.6, 11%) using the average of the 1979-1983 and 1999-2000 data. The excessrelative risk
estimate (95% Cl) per 10 ug/m?® PM,, for cardiopulmonary mortality in the original ACS study
(Pope et a., 1995) was 12% (6.7, 17%); in the ACS reanalysis (Krewski et a., 2000), it was 12%
(7.4, 17%); and, in the extended ACS data set (Pope et al., 2002), it was 5.9% (1.5, 10%) using
the 1979-1983 data and 9.3% (3.3, 16%) using the average of the 1979-1983 and 1999-2000
data. Thus, the additional data and statistical analyses reported in Pope et al. (2002) yield
somewhat smaller estimates than the original study (Pope et al., 1995), but are similar to
estimates from the (Krewski et al. (2000) reanalysis of the original ACS data set.

The Pope et al. (2002) JAMA study also considered the PM risks by subgroup
characteristics. It was found that the risks were generally (although not significantly) higher for
mal es than females, which might be due to historically greater time spent outdoors by men than
women. It was also found that the PM, . relative risks tended to be higher for non-smokers than
smokers. Thisis consistent with the fact that smokers would have a much higher baseline risk,
especially for lung cancer. Thiswould tend to lower the air pollution mortality risk when viewed
relative to the much higher smoker baselinerisk. PM,, mortality relative risks also tended to be
higher for those with less education, which may be due to related socio-economic factors, or
more likely to the generally greater inter-state mobility of higher educated persons. Since the
MSA was assumed unchanged from that at the start of the study, this would tend to weaken the
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association for higher education subjects, as the M SA-based exposure information would tend to
have less accuracy in that highly mobile group. This may indicate that the less educated group
RR estimates may be more indicative of the true PM, ¢ effects (i.e., as their exposure information
islikely to be more accurate), and therefore that the overall study PM2.5 RR estimates that
include the highly educated may be biased low.

Based on the above patterns of results, the authors drew the following conclusions:

(1) The apparent association between long-term exposure to fine particle pollution and
mortality persists with longer follow-up as the participants in the cohort grow older and

more of them die.

(2) The estimated fine particle effect on cardiopulmonary mortality and cancer mortality
remained relatively stable even after adjustment for smoking status, although the
estimated effect was larger and more significant for never-smokers versus former or
current smokers. The estimates were relatively robust against inclusion of many
additional covariates: education, marital status, body mass index (BMI), alcohol
consumption, occupational exposure, and dietary factors. However, as the authors note,
the data on individual risk factors were collected only at the time of enrollment and have
not been updated, so that changes in these factors since 1982 could introduce risk-factor
exposure mis-classification and a consequent loss of precision in the estimates that might
limit the ability to characterize time dependency of effects. Moreover, it is noteworthy
that this study found education to be an effect modifier, with larger and more statistically
significant PM effect estimates for persons with less education. This may be due to the
fact that less-education is a marker for lower socio-economic status and, therefore,
poorer health status and greater pollution susceptibility. These results may also be an
indicator that the mobility of the less educated provides better estimates of effectsin this
study (with no follow up of address changes) than for the more mobile well-educated.

In either case, because this cohort comprises a much higher percentage of well-educated
persons than the general public, the education effect modification seen suggests that the
overal PM effect estimates are likely underestimated by this study cohort versus that

which would be found for the general public.

(3) Additional assessments for potential spatial or regional differences not controlled in the

first-stage model were evaluated. If there are unmeasured or inadequately modeled risk
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(4)

(5)

(6)

factorsthat are different across locations or spatially clustered, then PM risk estimates
may be biased. If the clustering isindependent or random or independent across areas,
then adding a random-effects component to the Cox proportional hazards model can
address the problem. However, if location is associated with air pollution, then the
gpatial correlation may be evaluated using non-parametric smoothing methods.

No significant spatial auto-correlation was found after controlling for fine particles.
Even after adjusting for spatial correlation, the estimated PM, . effects were significant
and persisted for cardiopulmonary mortality and lung cancer mortality and were
borderline significant for total mortality, but with much wider confidence intervals after
spatial smoothing.

Fine particles (PM, ;) were associated with elevated total, cardiopulmonary, and lung
cancer mortality risks, but not other-cause mortality. PM,, for 1987-1996 and PM ,; for
1979-1983 were just significantly associated with cardiopulmonary mortality, but

PM ., s and TSP were not associated with total or any cause-specific mortality.

All endpoints but lung cancer mortality were very significantly associated with sulfates,
except for lung cancer with 1990 sulfate data. All endpoints except lung cancer mortality
were significantly associated with SO, using 1980 data as were total and other mortality
using the 1982-1998 SO, data; but cardiopulmonary and lung cancer mortality had only a
borderline significant association with the1982-1998 SO, data. None of the other
gaseous pollutants showed significant positive associations with any endpoint. Thus,
neither coarse thoracic particles nor TSP were significantly associated with mortality;

nor were CO and NO, on along-term exposure basis.

The concentration-response curves estimated using non-parametric smoothers were all
monotonic and nearly linear (except for lung cancer). However, the shape of the curve

may become non-linear at much higher concentrations.

The excess risk from PM, . exposure is much smaller than that estimated for cigarette
smoking for current smokers in the same cohort (Pope et a., 1995): RR = 2.07 for total
mortality, RR = 2.28 for cardiopulmonary mortality, and RR = 9.73 for lung cancer
mortality. In the more polluted areas of the United States, the relative risk for substantial
obesity (a known risk factor for cardiopulmonary mortality) is larger than that for PM,,,

but the relative risk from being moderately overweight is somewhat smaller.
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8.2.3.2.3 AHSMOG Analyses

The Adventist Health Study of Smog (AHSMOG), athird major U.S. prospective cohort
study of chronic PM exposure-mortality effects, started with enrollment in 1977 of
6,338 non-smoking non-Hispanic white Seventh Day Adventist residents of California, ages
27to 95 years. All had resided for at least 10 years within 5 miles (8 km) of their then-current
residence locations, either within one of the three magjor Californiaair basins (San Diego,

Los Angeles, or San Francisco) or else were part of arandom 10% sample of Adventist Health
Study participants residing elsewhere in California. The study has been extensively described
and itsinitial results earlier reported elsewhere (Hodgkin et al., 1984; Abbey et a., 1991; Mills
et al., 1991).

In more recent AHSMOG analyses (Abbey et a., 1999), the mortality status of subjects
after ca. 15-years of follow-up (1977-1992) was determined by various tracing methods and
1,628 deaths (989 femal e, 639 male) were found in the cohort. This 50% percent increase during
the follow-up period (versus previous AHSMOG reports) enhances the power of the latest
analyses over past published ones. Of 1,575 deaths from all natural (non-external) causes,
1,029 were cardiopulmonary, 135 were non-malignant respiratory (ICD9 codes 460-529), and
30 were lung cancer (ICD9 code 162) deaths. Abbey et al. (1999) also created another death
category, contributing respiratory causes (CRC), which included any mention of nonmalignant
respiratory disease as an underlying or “contributing cause” on the death certificate. Numerous
analyses were done for the CRC category, due to the large numbers and relative specificity of
respiratory causes as a factor in the deaths. Education was used to index socio-economic status,
rather than income. Physical activity and occupational exposure to dust were also used as
covariates. Cox proportiona hazard models adjusted for a variety of covariates or stratified by
sex were used. The“time” variable used in most of the models was survival time from date of
enrollment, except that age on study was used for lung cancer effects due to the expected lack of
short-term effects. Many covariate adjustments were evaluated, yielding results for all non-
external mortality as shown in Table 8-8.

Asfor cause-specific mortality analyses of the AHSMOG data, positive and statistically
significant effects on deaths with underlying contributing respiratory causes were also found for
30 day/yr > 100 pg/m* PM, (RR = 1.14, 95% CI = 1.03-1.56) in models that included both sexes
and adjustment for age, pack-years of smoking, and BMI. Subsets of the cohort had elevated
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TABLE 8-8. RELATIVE RISK OF MORTALITY FROM ALL NONEXTERNAL
CAUSES, BY SEX AND AIR POLLUTANT, FOR AN ALTERNATIVE COVARIATE
MODEL IN THE ASHMOG STUDY

Pollution Females Males

Pollution Index Increment RR LCL UCL RR LCL UCL
PM,, > 100, dfyr 30 dayslyr 0.958 0.899 1.021 1.082 1.008 1.162
PM,, mean 20 pg/m? 0.95 0.873 1.033 1.091 0.985 1.212
SO, mean 5 ug/m® 0.901 0.785 1.034 1.086 0.918 2.284
O, > 100 ppb, h/yr 551 hiyr (IQR) 0.9 0.8 1.02 114 0.98 1.32
SO, mean 3.72 (IQR) 1 0.91 11 1.05 0.94 118
LCL = Lower 95% confidence limit UCL = Upper 95% confidence limit

Source: Abbey et al. (1999).

risks: (a) former smokers had higher RR’ s than never-smokers (RR for PM,, exceedances for
never-smokers was marginally significant by itself); (b) subjects with low intake of anti-oxidant
vitamins A, C, E had significantly elevated risk of response to PM,,, whereas those with
adequate intake did not (suggesting that dietary factors or, possibly, other socio-economic or life
style factors for which they are a surrogate may be important covariates); and (c) there al'so
appeared to be a gradient of PM ,, risk with respect to time spent outdoors, with those who had
spent at least 16 h/wk outside being at greater risk from PM,, exceedances. The extent to which
time spent outdoors is a surrogate for other variables or is a modifying factor reflecting temporal
variation in exposure to ambient air pollution is not clear, e.g., if the males spent much more
time outdoors than the femal es, outdoor exposure time could be confounded with gender. When
the cardiopulmonary analyses are broken down by gender (Table 8-9), the RR’sfor female
deaths were generally smaller than that for males, but none of the risks for PM indices or
gaseous pollutants were statistically significant at p < 0.05.
The AHSMOG cancer analyses yielded very mixed results for lung cancer mortality

(Table 8-10). For example, RR’sfor lung cancer deaths were statistically significant for males
for PM,, and O, metrics, but not for females. In contrast, such cancer deaths were significant for

mean NO, only for females (but not for males), but lung cancer metrics for mean SO, were
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TABLE 8-9. RELATIVE RISK OF MORTALITY FROM CARDIOPULMONARY
CAUSES, BY SEX AND AIR POLLUTANT, FOR AN ALTERNATIVE
COVARIATE MODEL IN THE ASHMOG STUDY

Pollution Females Males

Pollution Index I ncrement RR LCL UCL RR LCL UCL
PM,, > 100, d/yr 30 dayslyr 0.929 0.857 1.007 1.062 0.971 1.162
PM,, mean 20 pg/m? 0.933 0.836 1.042 1.082 0.943 1.212
SO, mean 5 ug/me 0.95 0.793 1.138 1.006 0.926 1.086
O, > 100 ppb, hiyr 551 hiyr (IQR) 0.88 0.76 1.02 1.06 0.87 1.29
O; mean 10 ppb 0.975 0.865 1.099 1.066 0.92 1.236
SO, mean 3.72 (IQR) 1.02 0.9 1.15 1.01 0.86 1.18
LCL = Lower 95% confidence limit UCL = Upper 95% confidence limit

Source: Abbey et al. (1999).

TABLE 8-10. RELATIVE RISK OF MORTALITY FROM LUNG CANCER BY AIR
POLLUTANT AND BY GENDER FOR AN ALTERNATIVE COVARIATE MODEL

. ) ] Females Males
Pollution Pollution Smoking
Index I ncrement Category RR LCL UCL RR LCL UCL
PM,, > 100, diyr 30 days/yr Allt 1.055 0.657 1.695 1831 1281 2617
PM,, mean 20 pg/mé All 1267 0.652 2463 2736 1455 5147
NO, mean 19.78 (IQR) All 281 1.15 6.89 1.82 0.93 357
O, > 100 ppb, 551 hiyr All 1.39 0.53 3.67 4.19 181 9.69
hiyr (IQR)
never 6.94 112  43.08
smoker
past 4.25 15 12.07
smoker
O, mean 10 ppb All 0.805 0436  1.486 1853 0.994 3453
SO, mean 3.72 (IQR) All 3.01 1.88 4.84 1.99 124 3.2
never 2.99 1.66 54
smoker
Al = both never smokers and past smokers.
LCL = Lower 95% confidence limit. UCL = Upper 95% confidence limit.

Source: Abbey et al. (1999).
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significant for both males and females. This pattern is not readily interpretable, but is reasonably
attributable to the very small numbers of cancer-related deaths (18 for females and 12 for males),
resulting in wide RR confidence intervals and very imprecise effects estimates.

The analyses reported by Abbey et al. (1999) attempted to separate PM ,, effects from those
of other pollutants by use of two-pollutant models, but no quantitative findings from such
models were reported. Abbey et al. did mention that the PM,, coefficient for CRC remained
stable or increased when other pollutants were added to the model. Lung cancer mortality
models for males evaluated co-pollutant effectsin detail and indicated that NO, was
non-significant in all two-pollutant models but the other pollutant coefficients were stable. The
PM,, and O, effects remained stable when SO, was added, suggesting possible independent
effects, but PM,, and O, effects were hard to separate because these pollutants were highly
correlated in this study. Again, however, the very small number of lung cancer observations and
likely great imprecision of reported effects estimates markedly limit the weight that should be
accorded to these results.

Other analyses, by Beeson et al. (1998), evaluated essentially the same data asin Abbey
et a. (1999), but focused on lung cancer incidence (1977-1992). There were only 20 female and
16 male lung cancer cases among the 6,338 subjects. Exposure metrics were constructed to be
specifically relevant to cancer, these being the annual average of monthly exposure indices from
January, 1973 through the following months but ending 3 years before date of diagnosis (i.e.,
representing a 3-year lag between exposure and diagnosis of lung cancer). The covariatesin the
Cox proportional hazards model were pack-years of smoking and education, and the time
variable was attained age. Many additional covariates were evaluated for inclusion, but only
‘current use of alcohol’” met criteriafor inclusion in the final model. Pollutants evaluated were
PM,o, SO,, NO,, and O,. No interaction terms with the pollutants proved to be significant,
including outdoor exposure times. The RR estimates for male lung cancer cases were:

(a) positive and statistically significant for all PM , indicators; (b) positive and mostly
significant for O, indicators, except for mean O, number of O, exceedances > 60 ppb, and in
former smokers; (c) positive and significant for mean SO,, except when restricted to proximate
monitors; and (d) positive but not significant for mean NO,. When analyses are restricted to the
use of air quality data within 32 km of the residences of subjects, the RR over the IQR of

24 pug/m? in the full data set is 5.21 (or RR=1.99 per 10 pg/m® PM,,). Thefemale RR’swere all
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much smaller than for males, their being significant for mean SO, but not for any indicator of
PM,, or Os.

The AHSMOG investigators also attempted to compare effects of fine versus coarse
particles (McDonnell et al, 2000). For AHSMOG participants living near an airport (n = 3,769),
daily PM, . levels were estimated from airport visibility using previously-described methods
(Abbey et al, 1995b). Given the smaller numbers of subjectsin these subset analyses, it is not
necessarily surprising that no pollutants were found to be statistically significant, even based on
analysis for the male subset near airports (n = 1266). It isimportant to caveat that (a) the PM, ¢
exposures were estimated from visibility measurements (increasing exposure measurement error)
and yielded a very uneven and clustered distribution of estimated exposures and; (b) the PM .,
values were calculated from the differencing of PM,, and PM, ., likely adding more

measurement error for the coarse particle (PM,,, ) variable.

8.2.3.2.4 The EPRI-Washington University Veterans' Cohort Mortality Study

Lipfert et al. (2000b) reported preliminary results from large-scale mortality analysesfor a
prospective cohort of up to 70,000 men assembled by the U.S. Veterans Administration (VA) in
the mid-1970s. While much smaller than the ACS cohort, this VA study group is similar in that
it was not originally formed to study air pollution, but was later linked to air pollution data
collected separately, much of it subsequent to the start of the study. The AHSMOG and Six City
studies were designed as prospective studies to evaluate long-term effects of air pollution and
had concurrent air pollution measurements. The ACS study was aso a prospective study, using
air pollution data obtained at about the approximate time of enrollment but not subsequently
(Popeet d., 1995). The extended ACS dataincorporated much more air pollution data,
including TSP data back to the 1960s and more recent fine particle data. The VA PM,, . data set
was smaller than the TSP data set and similar to the ACS data.

The VA study cohort was male, middle-aged (51 = 12 years) and included a larger
proportion of African-Americans (35%) than the U.S. population as awhole and a large
percentage of current or former smokers (81%). The cohort was selected at the time of
recruitment as being mildly to moderately hypertensive, with screening diastolic blood pressure
(DBP) in the range 90 to 114 mm Hg (mean 96, about 7 mm more than the U.S. population
average) and average systolic blood pressure (SBP) of 148 mm Hg. The subjects had all been
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healthy enough to bein the U.S. armed forces at onetime. A comparison of their pre-existing
health status at time of study recruitment versus theinitial health status of the other cohorts
would be of interest. The study that led to the development of this clinical cohort (Veterans
Administration Cooperative Study Group on Antihypertensive Agents, 1970; 1967) was a
“landmark” VA cooperative study demonstrating that anti-hypertensive treatment markedly
decreased morbidity and mortality (Perry et a., 1982). Theclinical cohort itself involved actual
clinical rather than research settings. Some differences between the VA cohort and other
prospective cohorts are noted below.

Pollutant levels of the county of residence at the time of entry into the study were used for
analyses versus levels at the VA hospital area. Contextual socioeconomic variables were also
assembled at the ZIP-code and county levels. The ZIP-code level variables were average
education, income, and racial mix. County-level variables included atitude, average annual
heating-degree days, percentage Hispanic, and socioeconomic indices. Census-tract variables
included poverty rate and racial mix. County-wide air pollution variables included TSP, PM,,,
PM,., PM ., PM,c, ., SO,, O, CO, and NO, levels at each of the 32 VA clinics where veterans
were enrolled. Besides considering average exposures over the entire period, three sequential
mortality follow-up periods (1976-81, 1982-88, 1989-96) were also evaluated in separate
statistical analyses that attempted to relate mortality in each of those periods to air pollution in
different preceding, concurrent, or subsequent periods (i.e., up to 1975, 1975-81, 1982-88, and
1989-86, for TSP in the first three periods, PM,, for the last, and NO,, 95th percentile O,, and
95" percentile CO for all four periods). Mortality in the above-noted periods was also eval uated
in relation to SO, in each of the same four periods noted for NO,, O, and CO, and to PM,
PM,., and PM ., in 1979-81 and 1982-84.

The participantsin the VA Cohort clearly formed an “at-risk” population, and the results
by Vasan et al. (2001) make more plausible the hypothesis stated in Lipfert et a. (2000b, p. 62)
that “. . . therelatively high fraction of mortality within this cohort may have depleted it of
susceptible individualsin the later periods of follow-up.” The use of diastolic and systolic blood
pressure in the reported regression results may require further evaluation. The role of DBP and
SBP as predictors in regression modelsin the VA Cohort may be considered as closer to the
endpoint (mortality) than as a more distal behavioral, environmental, or contextual predictor of
mortality such as air pollution, temperature, smoking behavior, BMI, etc. Personal-level
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variables tend to interact only with each other, as do county-level variables, with little
correlation across spatial scales.

The estimated mean risk of cigarette smoking in this cohort (RR = 1.43) is also smaller
than that of the Six City cohort (RR = 1.59) and the ACS cohort (RR = 2.07 for current
smokers). Some possible differences include the higher proportion of former or current smokers
in this cohort (81%0) versus 51% in the ACS study and 42 to 53% in the Six City study.

A possibly more important factor may be the difference in education levels, as only 12% of the
ACS participants had less than a high school education vs 28% of the Six City cohort. Education
level was not reported for the VA Cohort. Education differences may be associated with
smoking behavior, and the large number of interaction terms used in the VA study model may
also partially to account for differences in results obtained across the three ACS, Six-City, VA)
studies.

The preliminary screening models used proportional hazards regression models (Miller
et a., 1994) to identify age, SBP, DBP, BMI (nonlinear), age and race interaction terms, and
present or former smoking as baseline predictors, with one or two pollution variables added.

In the final model using 233 terms (of which 162 were interactions of categorized SBP, DBP,
and BMI variables with age), the most significant non-pollution variables were SBP, DBP, BMI,
and their interactions with age, smoking status, average education, race, poverty, height, and a
clinic-specific effect. Lipfert et al. (2000b) noted that the risk of current cigarette smoking
(1.43) that they found was lower than reported in other studies. The most consistently positive
effects were found for O, and NO, exposures in the immediately preceding years. This study
used peak O, rather than mean O, asin some other cohort studies. This may account for the
higher O, and NO, effects here. While the PM analyses considering segmented (shorter) time
periods gave differing results (including significantly negative mortality coefficients for some
PM metrics), when methods consistent with the past studies were used (i.e., many- year average
PM concentrations), similar results were reported: the authors found that “ (t)he single-mortality-
period responses without ecological variables are qualitatively similar to what has been reported
before (SO, > PM,; > PM;).” With ecological variablesincluded, the only significant PM
effect was that of TSP up to 1981 on 1976-81 mortality. It might be instructive to evaluate more
parsimonious regression models with fewer ecological covariates and interaction terms. Itis
noteworthy that estimated PM effects appear to be smaller in the later years of the study rather
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than in the earlier years. This may aso be due to cohort depletion. Overall, the authors
concluded that “the implied mortality risks of long-term exposure to air pollution were found to
be sensitive to the details of the regression model, the time period of exposure, the locations
included, and the inclusion of ecological aswell as personal variables.”

In afollow-up study of the Veterans Cohort Study, Lipfert et al. (2003) investigated the
importance of blood pressure (BP) as a covariate in studies of long-term associations between air
quality and mortality. The aims of the article were to summarize quantitative relationships
between BP and mortality, to discuss the available information on associations between air
quality and BP, and to present results of a proportional hazard regression sensitivity analysis for
the Veterans Cohort. The relationship between BP and air quality was considered by reviewing
the literature, by deleting variables from the Veterans Study proportional hazards regression
models, and by stratifying the authors analyses of that cohort by diastolic blood pressure (DBP)
level. Theliterature review found BP to be an important predictor of survival and found small
transient associations between air quality and BP that may be either positive or negative. The
regression model sensitivity runsindicated that the Lipfert et al model associations with air
pollution were robust to the deletion of the BP variables for the entire cohort. For stratified
regressions, the confidence intervals for the air pollution-mortality associations overlapped for
the two DBP groups. The authors concluded that there is scant evidence that air pollution affects
blood pressure in either healthy or impaired subjects. They go on to note that the inclusion of
BP variablesis not strictly essential to derive valid estimates of air pollution responses,
concluding overall that the associations between air quality and mortality are not mediated

through blood pressure.

8.2.3.2.5 Relationship of AHSMOG, Six Cities, ACS and VA Study Findings

The results of the more recent AHSMOG mortality analyses (Abbey et al., 1999;
McDonnell et a., 2000) are compared here with findings from the earlier Six Cities study
(Dockery et al., 1993), the ACS study (Pope et al., 1995), the HEI reanalyses of the latter two
studies, the extension of the ACS study (Pope et a., 2002), and the VA study (Lipfert et al.,
2000b). Table 8-11 compares the estimated RR for total, cardiopulmonary, and cancer mortality
among the studies. The number of subjectsin these studies varies greatly: 8,111 subjectsin the
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TABLE 8-11. COMPARISON OF EXCESSRELATIVE RISKSOF LONG-TERM
MORTALITY IN THE HARVARD SIX CITIES, ACS, AHSMOG, AND VA STUDIES

Cardiopulmonary Lung Cancer
Total Mortality Mortality Mortality
EX. EXx. Ex.

Study PM? RR? 95% ClI RR 95% ClI RR 95% ClI

Six City? PM,. 13% (4.2, 23%) 18% (6.0, 32%) 18% (-11, 57%)

Six City PM, . 14% (5.4, 23%) 19% (6.5, 33%) 21% (-8.4, 60%)
New*

ACS PM, . 6.6% (3.5, 9.8%) 12% (6.7, 17%) 1.2% (-8,7, 12%)

ACS PM,. 7.0% (3.9, 10%) 12% (7.4, 17%) 0.8% (-8.7, 11%)
New

ACS PM 5.5 0.4% (-1.4, 2.2%) 0.4% (-2.2%,3.1%) | -1.2% (-7.3%, 5.1%)
New

ACS PM 1015 4.1% (0.9, 7.4%) 7.3% (3.0, 12%) 0.8% (-8.1, 11%)
New Dichot

ACS PM 015 SSI 1.6% (-0.8, 4.1%) 5.7% (2.5, 9.0%) -16%  (-9.1, 6.4%)
New

ACS PM,. 4.1% (0.8, 7.5%) 5.9% (1.5, 10% 8.2% (1.1, 16%)
Extend.’ 1979-83

ACS PM, ¢ 5.9% (2.0, 9.9%) 7.9% (2.3, 14%) 12.7% (4.1, 22%)
Extend. 1999-000

ACS PM, - Avg. 6.2% (1.6, 11%) 9.3% (3.3, 16%) 13.5% (4.4, 23%)
Extend

AHSMOG®  PM,ys 2.1% (-4.5, 9.2%) 0.6% (-7.8, 10%) 81% (14, 186%)

AHSMOG® PM,; 8.5% (-2.3, 21%) 23% (-3.0, 55%) 39% (-21, 150%)

AHSMOGY™  PM,; .5 5.2% (-8.3, 21%) 20% (-13, 64%) 26% (-38, 155%)

VAP PM, . -10.0% (-15, -4.6%)

YIncrements are 10 ug/me for PM, 5 and 20 pg/m? for PM ;.
?Ex.RR (excess relative risk, percent) = 100 * (RR - 1) where the RR has been converted from the
highest-to-lowest range to the standard increment (10 or 20) by the equation.
RR = exp(log(RR for range) x /range).
*From (Dockery et al., 1993; Krewski et al., 2000, Part 11, Table 21a), origina model.
“From (Krewski et al., 2000), Part I, Table 21c.
SFrom (Krewski et al., 2000), Part |, Table 25a.
®From (Krewski et al., 2000), Part I, Table 25c.
"From (Pope et al., 2002).
8From (Abbey et al., 1999), pooled estimate for males and females.
°From (McDonnell et al., 2000), using two-pollutant (fine and coarse particle) models; males only.
O\ ales only, exposure period 1979-81, mortality 1982-88 from Table 7 (Lipfert et al., 2000b).
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Six-Cities Study; 295,223 subjects in the 50 fine particle (PM, ) cities and 552,138 subjectsin
the 151 sulfate cities of the ACS Study; 6,338 in the AHSMOG Study; and 70,000 in the VA
study. Thismay partially account for differences among their results.

The Six Cities study found significant associations of PM,, . with total and cardiopulmonary
(but not lung cancer) mortality, but not with coarse particle indicators. Inthe Krewski et al.
(2000) reanalysis of the ACS study data, significant associations were found for both PM,, ; and
PM ; (excess relative risks of 6.6% for 10 pg/m* PM,, s and 4% for 20 pug/m? incrementsin
annual PM ., respectively). The results most recently reported for the AHSMOG study (Abbey
et a., 1999; McDonnell et a., 2000) used PM,, asits PM massindex and found some significant
associations with total mortality and deaths with contributing respiratory causes, even after
controlling for potentially confounding factors (including other pollutants). However no pattern
of consistent, statistically significant associations between mortality and long-term PM exposure
was found. The VA study (Lipfert et a., 2000b), also did not find any association with PM,, ..
The lack of consistent findings in the AHSMOG study and negative results of the VA study, do
not negate the findings of the Six Cities and ACS studies: the ACS studies had a substantially
larger study population, and both the Six Cities and ACS studies were based on measured PM
data (in contrast with AHSMOG PM estimates based on TSP or visibility measurements) and
have been supported through exhaustive reanalyses. The results of these studies, including the
reanalyses results for the Six Cities and ACS studies and the results of the ACS study extension,
provide substantial evidence for positive associations between long-term ambient PM (especially
fine PM) exposure and mortality.

Thereis no clear consistency in relationships among PM effect sizes, gender, and smoking
status across these studies. The AHSMOG study cohort is a primarily nonsmoker group while
the VA study cohort had alarge proportion of smokers and former smokersin an all-male
population. The ACS results show similar and significant associations with total mortality for
both “never smokers’ and “ever smokers’, although the ACS cohort may include a substantial
number of long-term former smokers with much lower risk than current smokers. The Six Cities
study cohort shows the strongest evidence of a higher PM effect in current smokers than in non-
smokers, with female former smokers having a higher risk than male former smokers. This
study suggests that smoking status may be viewed as an effect modifier for ambient PM, just as
smoking may be a health effect modifier for ambient O, (Cassino et al., 1999).
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When the ACS study results are compared with the AHSMOG study results for SO,?
(PM 4,5 and PM,, were not considered in the ACS study, but were evaluated in ACS reanalyses
[Krewski et al., 2000; Pope et al, 2002]), the total mortality effect sizes per 15 pg/m?® SO, for
the malesin the AHSMOG population fell between the Six-Cities and the ACS effect-size
estimates for males (RR = 1.28 f